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Introduction

This thesis analyzes the gap structures of ultraproducts of linear orders. Many of the
results that we present appear in a recent article due to Malliaris and Shelah [5], but the
proofs in Section 1.4 and Chapter 2 follow a presentation due to Professor J. Steprans
[10]. The principal aims of the thesis are two: we prove that the two cardinal invariants
p and t are equal and we study Keisler’s order on the countable complete first order
theories. In particular we give some conditions that ensure maximality in Keisler’s order
and prove that a large class of theories, called SOP2 theories, is maximal with respect
to this order. Both results were originally proved in [5]. We conclude the thesis with a
consistency result: we prove assuming Martin’s axiom that the first order theory of the
random graphs is not maximal in Keisler’s order.

In Chapter 1 we introduce the key definitions and prove the harder technical results.
First of all we define the notion of (κ, θ) gap on a linear order (L,<), that is a couple of
sequences (aα)α∈κ, (bβ)β∈θ with the property that for every α ∈ κ and β ∈ θ we have aα <
bβ and that no x ∈ L separates the two sequences. For a given ultrafilter U , we study
the relation between the existence of certain gaps in ultraproducts of finite linear orders
modulo U and two specific cardinals p(U), t(U) which are defined as follows: the first
represents the minimal size of a gap in some ultraproduct of finite linear orders modulo
U and the second represents the minimal size of an unbounded increasing sequence in
some ultraproduct of finite pseudo-trees modulo U . In the last part of the chapter, we
prove the main technical result of this thesis i.e. that p(U) = t(U), hence that there
exists no (κ, θ) gaps for κ+ θ < t(U) on any ultraproduct of finite linear orders modulo
U . Our presentation expands on Steprans’ handout [10].

In Chapter 2 we define two cardinal invariants p and t: p is the minimal size of
a family F ⊆ [ω]ℵ0 such that every finite subfamily of F has infinite intersection and
there exists no A such that A ⊆∗ F for every F ∈ F ; t is the minimal size of a family
F ⊆ [ω]ℵ0 such that the order ⊇∗ is a well-order on F and there exists no A such that
A ⊆∗ F for every F ∈ F . In the main theorem of this chapter, we prove that p = t. This
result appears in [5], but we follow the proof given in [10] and which can be deduced in
a rather straightforward manner from the results of the first chapter. In order to obtain
it, we study the relation between p, t, p(G) and t(G), when G is a V -generic ultrafilter
over the notion of forcing ([ω]ℵ0 ,⊆∗).

In Chapter 3 we first prove the existence of a special class of ultrafilters, the λ-good
ultrafilters, and we show that for a λ-good countably incomplete ultrafilter over a set

v



vi INTRODUCTION

I every ultraproduct
∏
i∈IMi/U of first order structures is λ-saturated. In the second

part of the chapter we introduce the notion of strong chain of L-structures, that is a
sequence of structures (Mα : α < κ) indexed by an inaccessible cardinal κ such that:
at successor steps, Mα+1 is an ultrapower of the structure Mα modulo an |Mα|+-
good ultrafilter and at a limit step, Mα is the direct limit of the already constructed
structures. In the last part of the chapter we deduce a characterization of elementarily
equivalent structures using the existence of strong chains of arbitrarily large size. This
will require us to assume the existence of a proper class of inaccessible cardinals to
obtain our characterization, more precisely we will show that: if there are class many
inaccessible cardinals, two L-structures M,N are elementarily equivalent if and only
if there exists two isomorphic (and saturated) structures M′,N ′ (of inaccessible size
κ > |M|, |N |) such that M≺M′ and N ≺ N ′.

In Chapter 4, we define and analyze Keisler’s order on the class of countable complete
theories, that is we write T1 Eλ T2, if for all models M1,M2 of T1, T2, respectively,
and each regular ultrafilter U on λ, if Mλ

2/U is λ+ saturated, then so is Mλ
1/U . In

section 4.1 we prove the basic properties of this order, and in section 4.2 we give a
condition equivalent to maximality, more precisely we prove that a theory is maximal
if and only if for all cardinals λ the only ultrafilters which saturate the ultrapowers
of models of T are λ+-good. We continue the study of maximal theories proving in
section 4.3 that every SOP theory, that is a theory which can define a partial order
with infinite chains, is maximal in Keisler’s order. This result appears in Shelah’s book
“Classification theory”, but here we present a simpler proof. In section 4.4 we use the
theory of gaps studied in Chapter 1 to characterize the λ+-good ultrafilter. In particular
we obtain a characterization of good ultrafilters in terms of gaps that we can find in
an ultrapowers of the linear order (ω,<). We next introduce the notion of treetops.
This notion generalizes the idea of unbounded chain given in Chapter 1 and is useful
to analyze the properties of unbounded increasing chains on ultraproducts of arbitrary
pseudo-trees (i.e. the pseudo trees appearing as factors of the ultraproduct can now
be infinite). We conclude this section showing that the existence of certain treetops on
a given ultraproduct of pseudo-trees is equivalent to the goodness of the ultrafilter by
which the ultraproduct is taken. In the last two sections (4.5, 4.6) of this chapter we first
define what is the SOP2 property, that is: T has the SOP2-property if in some modelM
of T and for some formula ψ(x, ȳ) in the language of T , there is an interpretation of a
tree ({ās | s ∈ µ<κ},E) in M with the property that a ψ-type with parameters in T is
consistent if an only if the parameters are E-compatible. We next show that every SOP
theory has SOP2 property and we conclude the chapter proving that every SOP2-theory
is maximal in Keisler’s order, which (together with the proof that p = t) is one of the
main results of [5].

In Chapter 5 we continue the study of Keisler’s order showing that the theory of the
random graph is not maximal in this order if we assume Martin’s axiom. To this aim we
first introduce two-step iterated ultrapowers and recall some basic facts on the first order
theory of random graphs. Finally, under the assumption that Martin’s axiom holds, we
construct an ultrafilter U on ℵ1 such that U is not ℵ2-good, but each ultrapowerMℵ1/U
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is ℵ2-saturated for every random graph M. In this way we deduce that the statement
the theory of random graphs is not maximal in Keisler’s order is consistent with ZFC.

In Appendix A we give a short introduction to the method of forcing sufficient to
understand its use in Chapter 2. In the last part of the appendix, we introduce Martin’s
axiom and prove some of its consequences.

In Appendix B, we give a brief introduction to model theory recalling some classical
results such as: the Compactness Theorem, the Löwenheim-Skolem’s Theorem, and Loś’s
Theorem. In the last part of this appendix, we prove that the theory of discrete linear
orders with minimum element and without maximum has quantifier elimination in the
language {<, s, 0}.
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x NOTATIONS

Notations

X<M when M is a linear order, this is the set of all functions from
an initial segment of M to X

pred(p) the set of the predecessors of p
0L the minimum element L
1L the maximum element L
x+ 1 the immediate successor of x in a dicrete linear order
x+ n in a discrete linear order this is the element obtained by x

applying n times the function successor
x− 1 the immediate predecessor of x in a dicrete linear order
x− n in a discrete linear order this is the element obtained by x

applying n times the function predecessor
P(X) the set of all subsets of X
dom(p) the domain of the function p
range(p) the range of the function p
p = (p0, p1) : A→ B × C p0 and p1 are the projection of p

into B and C, respectively
cof(α) the cofinality of α
[κ]λ the set of all subsets of κ of cardinality λ
ȧ the name of a set a ∈ V [G]
ǎ the canonical name of a set a ∈ V
MP the class of P-names
M[G] the generic extension of a transitive model M
Γ the canonical name of a M-generic filter
 the forcing relation
f <∗ g holds if f(n) < g(n) for all but finitely many n ∈ ω
Sω(X) the set of all finite subsets of X
Th(M) the set of all sentences φ such that M |= φ
|= the satisfaction relation
M≡ N the structures M and N are elementarily equivalent
M 4 N M is an elementary substructure of N
lim−→
i∈I
Mi the direct limit of the family {Mi | i ∈ I}

[F ] the filter generated by F
E Keisler’s order
MA Martin’s axiom
Fn(I, J) the set of all finite function from I to J
Trg the theory of random graphs
U ⊗ V the tensor ultrafilter of U and V
TC(X) the transitive closure of X
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Chapter 1

Gaps in infinite ultraproducts

In this chapter we introduce the notion of (κ, θ) gap in linear orders, that is a couple of
sequences in a linear order such that there is no element that separates the sequences.
Many of the results, that we present, appear in a recent article by Malliaris and Shelah
[5], that studies the theory of gaps in more general way. Here we concentrate our
attention on the existence of gaps in ultraproducts of finite linear orders modulo a fixed
ultrafilter U . To this aim we define two cardinals p(U) and t(U): the first cardinal
represents the minimal size of a gap in some ultraproduct of finite linear orders modulo
U and the second represents the minimal size of an unbounded increasing sequence in
some ultraproduct of finite pseudo-trees.

In Section 1.1, we concentrate our attention on ultraproducts of finite partial orders
modulo an ultrafilter U and we give the definitions of gap and of cardinals p(U) and t(U).
In the last part of this section, we recall the notion of internal subset of an ultraproduct
and we study some basic properties that these sets have.

In Section 1.2, we show the relation between the size of symmetric gaps, that is
(κ, κ) gaps, and the cardinals p(U), t(U). In particular, we construct symmetric gaps
when κ = t(U) and we prove that there exists no (κ, κ) gaps for “small” κ.

In Section 1.3, we show that the structure of certain gap is rigid, that is, for some
κ, the existence of (κ, θ) gaps characterizes uniquely θ. Moreover, for these cardinals κ,
the (κ, θ) gap appears in every ultraproduct of linear orders modulo U .

The results of Sections 1.4 appear for the first time in [5], but the proofs, that
we present, are due to J. Steprans and appear in a manuscript not published. After
proving some technical lemmas, we give the proof of the main theorem of this chapter.
In particular, we show that t(U) = p(U), hence there are no (κ, θ) gaps for κ+ θ < t(U).

1.1 Some basic definitions

In the rest of the chapter, we concentrate our attention on ultraproducts of finite orders,
see Appendix B for a brief introduction. From now on, we fix an infinite cardinal λ and
a non-principal ultrafilter U on λ.

1



2 CHAPTER 1. GAPS IN INFINITE ULTRAPRODUCTS

Definition 1.1.1. Denote by L(U) the class of all ultraproducts on λ modulo U of finite
linear orders with cardinality not uniformly bounded (i.e. ultraproducts

∏
i∈I Li/U such

that

{i ∈ I : |Li| > n} ∈ U

for all n ∈ N).

Definition 1.1.2. Let M be a linear order and X be a set. We write X<M to indicate
the set of all functions from an initial segment of M to X. For a subset P of X<M we
say that (P,⊆) is a pseudo-tree, if it is closed under initial segments: that is, if t ∈ P
and s ⊆ t, then s ∈ P . When the sets X,M are finite, we say that (P,⊆) is a finite
pseudo-tree.

Note that a pseudo-tree (P,⊆) has always a unique root ∅ and, for each p ∈ P , the
set pred(p) = {s ∈ P | s ⊆ p} is linearly ordered by inclusion.

Definition 1.1.3. Let P(U) be the class of ultraproducts
∏
i∈λ(Pi,⊆)/U , where (Pi,⊆)

is a finite pseudo-tree and the cardinality of the sets is not uniformly bounded.

Remark 1.1.4. By Loś’s Theorem B.1.13 and the hypothesis that the cardinality of the
sets is not uniformly bounded, we have that the ultraproducts of L(U) and P(U) are not
finite.

Now we fix some notation.

Notation. Every L in L(U) has a minimum and a maximum, that we indicate with 0L,
1L, respectively. By Loś’s Theorem B.1.13, if L is in L(U), then every element x 6= 0,
x 6= 1 of L has an immediate successor and predecessor, that we indicate with x + 1,
x− 1, respectively. Moreover, for n ∈ ω we write x+n, x−n to indicate x+ 1 + . . .+ 1︸ ︷︷ ︸

k times
and x− 1− . . .− 1︸ ︷︷ ︸

k times

, respectively, unless it is well defined.

Definition 1.1.5. In our notations, we say that x is near 1, if there exists n ∈ ω such
that x+ n = 1.

Now we define the objects of our studies.

Definition 1.1.6. Let (X,<) be an infinite partial order and κ be an infinite regular
cardinal. We say that a sequence (cα)α∈κ is unbounded in X, if there exists no c ∈ X
such that cα < c for all α ∈ κ.

Let (X,<) be an infinite linear order and κ1, κ2 be an infinite regular cardinals. We
say that two sequences (xα)α∈κ1 , (yα)α∈κ2 represent a (κ1, κ2) gap in X, if the following
properties hold:

(i) xβ < xα < yα′ < yβ′ , for all β ∈ α ∈ κ1 and β′ ∈ α′ ∈ κ2.

(ii) There exists no z ∈ X such that xα ≤ z ≤ yα′ for all α ∈ κ1 and α′ ∈ κ2.
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Now we let

C(U) = {(κ1, κ2) | there exists a (κ1, κ2) gap in some linear order L ∈ L(U)}.

In order to study the size of the gaps of a linear orders of L(U), it is natural define these
cardinals: p(U) is the minimum of the set

{κ | there exists (κ1, κ2) ∈ C(U) such that κ1 + κ2 = κ}

and t(U) is the minimum of the set

{κ ≥ ℵ0 |κ is regular and there is an increasing

unbounded sequence (xα)α∈κ in some P of P(U) }.

Finally set
CSP (U) = {(κ1, κ2) ∈ C(U) | κ1 + κ2 < t(U)}.

Remark 1.1.7. If L is in L(U), then no infinite sequence (xα)α∈κ is cofinal in L, since L
has a maximum element.

An elementary fact about the ultraproducts of finite partial orders is that lots of their
bounded subsets have neither minimum nor maximum. But there are special subsets
that have many of the properties that we want.

Definition 1.1.8. Let X =
∏
i∈λXi/U be an ultraproduct of L-structures. A subset Y

of X is internal, if there exists a sequence (Yi)i∈λ such that the following holds for all
x ∈ X and i ∈ λ:

1) Yi ⊆ Xi;

2) x ∈ Y if and only if {i ∈ λ | x(i) ∈ Yi} ∈ U .

In a similar way, a map f : Xn → X is internal, if there exists a sequence (fi)i∈λ such
that

1) fi : X
n
i → Xi;

2) f(x1, . . . , xn) = y if and only if {i ∈ λ | fi(x1(i), . . . , xn(i)) = y(i)} ∈ U , for all
(x1, . . . , xn) ∈ Xn.

Now it is obvious that a non-empty internal set Y of P in P(U) has minimum and
maximum, where min(Y ) = [(min(Yi))i∈λ] and max(Y ) = [(max(Yi))i∈λ].

Lemma 1.1.9. Let X =
∏
i∈λXi/U be an ultraproduct of L-structures. The set of all

internal subsets of X is closed under finite unions, finite intersections and complements.
Moreover, for every L-formula ψ(x), the set

ψ(X) = {[a] ∈ X | X |= ψ([a])}

is internal.
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Proof. Assume that A,B are internal subsets of X, that is there exists two sequences
(Ai)i∈λ and (Bi)i∈λ such that the clauses 1), 2) of the above definition hold. We have

x ∈ A ∪B ⇐⇒ x ∈ A or x ∈ B
⇐⇒ {i ∈ λ | x(i) ∈ Ai} ∈ U or {i ∈ λ | x(i) ∈ Bi} ∈ U
⇐⇒ {i ∈ λ | x(i) ∈ Ai ∪Bi} ∈ U ,

where in last equivalence we have used that U is an ultrafilter, and in the same way

x ∈ X \A⇐⇒ x 6∈ A
⇐⇒ {i ∈ λ | x(i) ∈ Ai} 6∈ U
⇐⇒ {i ∈ λ | x(i) 6∈ Ai} ∈ U .

To prove the second part of the lemma, put

ψ(Xi) = {a ∈ Xi | Xi |= ψ(a)}.

By Loś’s Theorem B.1.13, the sequence ((ψ(Xi))i∈λ witnesses that ψ(X) is internal, in
fact

[a] ∈ ψ(X)⇐⇒X |= ψ([a])

⇐⇒{i ∈ λ | Xi |= ψ(a(i))} ∈ U
⇐⇒{i ∈ λ | a(i) ∈ ψ(Xi)} ∈ U .

1.2 On the existence of (κ, κ) gaps

Notation. Given a cartesian product B×C we indicate with πB and πC the projections
into B and C, respectively. When p is a function from A to B×C, we shall write often
p = (p0, p1), where p0 = πB ◦ p and p1 = πC ◦ p.

Theorem 1.2.1 (Lemma 6.1 [5]). Let κ be a regular cardinal such that κ < t(U) and
κ ≤ p(U). Then we have that (κ, κ) 6∈ C(U).

Proof. Assume for contradiction that (L,≤) =
∏
i∈λ(Li,≤i)/U has a (κ, κ) gap, wit-

nessed by the sequences (aα)α∈κ and (bα)α∈κ. Put Pi the set of all function p : Li → L2
i

such that:

1. dom(p) is an initial segment of Li.

2. p0(d) <i p
0(d′) <i p

1(d′) <i p
1(d), where p = (p0, p1) and d <i d

′ belong to dom(p).

Put (P,v) =
∏
i∈λ(Pi,⊆)/U and note that (P,v) belongs to P(U). We construct induc-

tively an increasing sequence (cα)α∈κ of P such that cα(dα) = (c0
α(dα), c1

α(dα)) = (aα, bα),
where dα is the maximal element of dom(cα), and it is not near 1. Put c0 = [(pi)], where
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pi has domain the minimum of Li and range {(a0, b0)}. In the successor step, put
cα+1 = cα∪{(dα+1, (aα+1, bα+1))} and note that dα+1 = dα+1 is well defined, since dα
is not near 1. In the limit step, assume that (cβ)β∈α is defined, then there exists c ∈ P
such that cβ v c for any β ∈ α, since α ∈ κ < t(U). Let dc be the maximal element of
the dom(c). Put

dα = max{e ≤ dc | c0(e) < aα < bα < c1(e)},

and note that dα is well defined, since it is the maximum of an internal not empty set. If
dα is not near 1, we complete the construction defining cα = c

∣∣
{e<dα} ∪ {(dα, (aα, bα))}.

Otherwise note that the sequences (dβ)β∈α, (dα − n)n∈ω don’t represent a (cof(α),ℵ0)
gap, since cof(α)+ℵ0 = cof(α) < p(U). Hence there exists d̃α such that dβ < d̃α < dα−n
for any β ∈ α, n ∈ ω. The element d̃α is not near 1 and

c0(d̃α) < c0(dα) < aα < bα < c1(dα) < c1(d̃α),

hence we can define cα = c
∣∣
{e<d̃α} ∪ {(d̃α, (aα, bα))}. This completes the construction.

By hypothesis there exists c ∈ P such that cα v c for each α ∈ κ. Let d be the maximal
element of dom(c), we have

aα = c0(dα) < c0(d) < c1(d) < c1(dα) = bα,

for all α ∈ κ, contradiction.

Theorem 1.2.2 (Lemma 6.2 [5]). If κ = t(U), then (κ, κ) ∈ C(U).

Proof. Let (P,v) =
∏
i∈λ(Pi,⊆)/U be an ultraproduct of finite pseudo-tree, such that

there exists an increasing unbounded sequence (cα)α∈κ in (P,v). Assume that Pi ⊆
X<Mi
i , where Mi is a finite linear order. For i ∈ λ, choose a linear order <i on Xi. Note

that if p, q ∈ Pi are ⊆-incompatible, there exists a maximal spq ∈ Pi and np, nq ∈ Xi such

that spq ⊆ p, q, sapqnp ⊆ p and sapqnq ⊆ q. Define a binary relation ≺i on Qi = Pi×{0, 1}:

1) If p = q, then (p, 0) ≺i (q, 1).

2) If p ⊆ q, then (p, 0) ≺i (q, 0) ≺i (q, 1) ≺i (p, 1).

3) If p, q are ⊆-incompatible and np <i nq, then (p, h) ≺i (q, j) for h, j ∈ {0, 1}.

Claim 1.2.3. The binary relation ≺i on Qi is linear order.

Proof. By definition, the relation ≺i is clearly irreflexive and for every two elements
(p, l), (q, j) we have (p, l) ≺i (q, j) or (q, j) ≺i (p, l). Hence it is sufficient to prove that
≺i is transitive. Assume that (p, l) ≺i (q, j) ≺i (r, k). There are four possible cases:

(i) Assume that p ⊆ q ⊆ r. By definition, we have necessarily l = 0 and p ⊆ r. Hence
(p, 0) ≺i (r, k) holds for each k ∈ {0, 1}.

(ii) Assume that p ⊆ q and q, r are ⊆-incompatible. Hence we have l = 0. If p ⊆ r,
then (p, 0) ≺i (r, k) for each k ∈ {0, 1}. Otherwise, p and r are ⊆-incompatible,
hence nqr = npr. Since we have (q, j) ≺i (r, k), we conclude that (p, l) ≺i (r, k).
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(iii) Assume that p, q are ⊆-incompatible and q ⊆ r. Clearly p, r are ⊆-incompatible
and spr = spq. By clause 3), we conclude that (p, l) ≺i (r, j).

(iv) Assume that p, q are ⊆-incompatible and q, r are ⊆-incompatible. If spq = sqr,
then we have np <i nq <i nr. Hence we conclude (p, l) ≺i (r, k). If spq ⊆ sqr, we
have spq = spr, hence (p, l) ≺i (r, k). Finally, if sqr ⊆ spq, we obtain sqr = spr,
hence the thesis.

Put (Q,≺) =
∏
i∈λ(Qi,≺i)/U . For j = 0 or j = 1, denote by f j ∈ {0, 1}λ the

constant function j. We show that the sequences (c0
α)α∈κ and (c1

α)α∈κ represent a (κ, κ)
gap in Q, where cjα = (cα, f

j). For β ≤ α ∈ λ, the set

{i ∈ λ | cβ(i) ⊆ cα(i)} ∈ U

is contained in {i ∈ λ | c0
β(i) ≺i c0

α(i) ≺i c1
α(i) ≺i c1

β(i)}, hence c0
β ≺ c0

α ≺ c1
α ≺ c1

β. Now

suppose for a contradiction that there exists (c, f) ∈ Q such that c0
α ≺ (c, f) ≺ c1

β for

any α, β ∈ κ. Without loss of generality we can assume f = f0 or f = f1. If f = f0,
there exists α ∈ κ such that cα 6v c, since (cα)α∈κ is unbounded. We have c0

α ≺ (c, f0),
hence for almost all i ∈ λ the clause 3) holds, then we obtain (c1

α) ≺ (c, f0) ≺ (c1
α),

contradiction. In a similar way we conclude if f = f1.

Corollary 1.2.4. If U is an ultrafilter on λ, then p(U) ≤ t(U).

Proof. By Theorem 1.2.2, there exists a (t(U), t(U)) gap.

1.3 On the existence of (κ, θ) gaps

Given a (κ, θ) gap in L, it is easy to see that there is a linear order of L(U) with a (θ, κ)
gap. In fact, it is sufficient consider the set L with the dual order. The next simple
claim shall be very useful to characterizes the structure of the (κ, θ) gaps.

Lemma 1.3.1. Let L be a linear order of L(U). Assume that the sequences (aξ)ξ∈κ,
(b0ξ)ξ∈θ0 and (aξ)ξ∈κ, (b1ξ)ξ∈θ1 witness a (κ, θ0) gap and a (κ, θ1) gap in L, respectively.
Then θ0 = θ1.

Proof. Assume for a contradiction that θ0 < θ1. Consider the map f : θ0 → θ1 such that

f(ξ) = min{γ ∈ θ1 | b1γ < b0ξ}.

The map f is well defined, since for every b0ξ there exists a b1γ such that b1γ < b0ξ . Moreover,

the map f is cofinal in θ1. In fact, if γ ∈ θ1, then there exists b0ξ < b1γ , since (aξ)ξ∈κ,

(b0ξ)ξ∈θ0 witness a gap; hence we conclude f(ξ) > γ, absurd.
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Theorem 1.3.2. Let κ be a regular infinite cardinal, such that κ < t(U) and κ ≤ p(U).
In every infinite linear order L of L(U), there exist a (κ, θ0) and a (θ1, κ) gap, for some
infinite regular cardinals θ0, θ1.

Proof. Fix an ultraproduct (L,≤) =
∏
i∈λ(Li,≤i)/U of linear finite orders. We prove

the existence of a (κ, θ) in L for some regular cardinal θ. Let (cα)α∈κ be a sequence
such that every cα is not near 1. Choose c0 = 0L and cα+1 = cα + 1. If α limit ordinal,
there exists a dα not near 1 such that dβ < dα. Otherwise the sequences (dβ)β∈cof(α),
(1−n)n∈ω represent a (cof(α),ℵ0) gap, but cof(α)+ℵ0 = cof(α) < p(U), contradiction.
When the construction is completed, note that the sequence (cα)α∈κ is not unbounded
in L. Hence the set A = {a ∈ L | cα ≤ a for all α ∈ κ} is not empty. Let θ0 be the
cofinality of A, considered with the dual order. Note that θ0 is not finite, otherwise
the set A has a minimum a, hence the sequence (cα)α∈κ is cofinal below a. Since a has
an immediate predecessor, we obtain a contradiction. We conclude that there exists a
(κ, θ0) gap in L.

To prove the existence of a (θ1, κ) gap in L, put c0 = 1 and cα+1 = cα − 1. In the
limit step, use the hypothesis κ ≤ t(U), to choose cα such that cα < cβ for all β ∈ α
and cα − n 6= 0 for all n ∈ ω. As above it easy to conclude that there exists a (θ1, κ) in
L.

Theorem 1.3.3 (Theorem 3.2 [5]). Let κ a regular infinite cardinal, such that κ < t(U)
and κ ≤ p(U). Then there exists a unique regular cardinal θ such that (κ, θ) ∈ C(U).

Proof. By Theorem 1.3.2, it is sufficient to prove that the cardinal θ is unique. Assume
for a contradiction that θ0 < θ1 and the sequences (a0

ξ)ξ∈κ, (b0ξ)ξ∈θ0 and (a1
ξ)ξ∈κ, (b1ξ)ξ∈θ1

represent a (κ, θ0) and (κ, θ1) gap in (M,≤M ) and (N,≤N ), respectively, where M =∏
i∈λ(Mi,≤Mi)/U and N =

∏
i∈λ(Ni,≤Ni)/U . Let Pi be the set of all functions p with

the following properties:

1. Domain of p is an initial segment of Mi tNi and range of p is a subset of Mi×Ni.

2. If d < d′ belong to dom(p), then p0(n) < p0(n′) and p1(n) < p1(n′), where p =
(p0, p1).

Put (P,v) =
∏
i∈λ(Pi,⊆)/U . We construct inductively an increasing sequence (cα)α∈κ

in P such that cα(dα) = (c0(dα), c1(dα)) = (a0
α, a

1
α), where dα the maximal element

of dom(cα) and it is not near 1. For α = 0, put c0 = [(pi)i∈λ], where pi has domain
the minimum of Mi t Ni and range {(a0

0, a
1
0)}. For α + 1, put cα+1 = cα ∪ {(dα +

1, (a0
α+1, a

1
α+1))} and note that dα+1 is well defined since dα is not near 1. For α limit

ordinal, assume that (cβ)β∈α is defined, then there exist a c ∈ P such that cβ v c for
any β ∈ α, since α ∈ κ < t(U). Let dc be the maximal element of dom(c). Put

dα = max{e ≤ dc | c0(e) < a0
α, c

1(e) < a1
α}

and note that dα is well defined since it is the maximum of an internal not empty set. If
dα is not near 1, define cα = c

∣∣
{e<dα} ∪ {(dα, (a

0
α, a

1
α))}. Otherwise choose d̃α such that
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dβ < d̃α < dα−n for any β ∈ α, n ∈ ω, it is possible since cof(α) +ℵ0 = cof(α) < t(U).
Hence define cα = c

∣∣
{e<d̃α} ∪ {(d̃α, (a

0
α, a

1
α))}. This completes the construction. By

hypothesis there exists c ∈ P such that cα v c for each α ∈ κ. Let d be the maximal
element of dom(c). To complete the proof, we shall construct two sequences (d0

ξ)ξ∈θ0
and (d1

ξ)ξ∈θ1 such that (dξ)ξ∈κ, (d0
ξ)ξ∈θ0 and (dξ)ξ∈κ, (d1

ξ)ξ∈θ1 witness a (κ, θ0) gap and a
(κ, θ1) gap in

∏
i∈λ(Mi tNi,≤MitNi)/U . When the construction is complete we obtain

a contradiction by Lemma 1.3.1. The construction of the sequences is similar, hence it
is sufficient construct the sequence (d0

ξ)ξ∈θ0 . If d0
ξ is defined, put

d0
ξ+1 = max({d ∈ dom(c) | c0(d) ≤M b0ξ+1, d < d0

ξ}).

Note that the maximum exists since the set is not empty and internal, moreover dη <
d0
ξ+1 < d0

ξ for all η ∈ κ. Suppose ξ limit ordinal and that the sequence (d0
η)η∈ξ has the

property that c0(d0
η) ≤M b0η for all η ∈ ξ. We say that there is d with the following

properties:

1. d ∈ dom(c).

2. c0(d) ≤ b0ξ .

3. dγ < d for each γ ∈ κ.

4. d < d0
η for each η ∈ ξ.

Assume for a contradiction that such an element d don’t exists. Let f : ξ → θ0 be such
that

f(η) = min{γ ∈ θ0 | c0(d0
η) > b0γ}.

Claim 1.3.4. The map f is well defined and cofinal in θ0.

Proof. . The map f is well defined since (a0
ξ)ξ∈κ, (b0ξ)ξ∈θ0 represent a (κ, θ0) gap in M

and c0(d0
η) > c0(dξ) = a0

ξ for any ξ ∈ κ. Finally, we show that f is cofinal. Fix γ ∈ θ0.
If γ ∈ ξ, then we conclude that f(γ) ≥ γ. In the other case, we know that

e = max{d ∈ dom(c) | c0(e) ≤M b0γ}

has the properties 1), 2), 3), since b0γ < b0ξ . Then e ≥ d0
β for some β ∈ ξ and b0γ ≥ c0(e) ≥

c0(d0
β) holds; hence we conclude f(β) ≥ γ.

By the Claim 1.3.4 and the regularity of θ0, we obtain a contradiction, then there
exists d with the properties 1), 2), 3), 4). This completes the construction of sequence
(d0
ξ)ξ∈θ0 . Finally, we have to prove that the sequences (dξ)ξ∈κ and (d0

ξ)ξ∈θ0 witness a
(κ, θ) gap. By construction we have

dξ < dη < d0
η0 < d0

ξ0 ,

for all ξ ∈ η ∈ κ and ξ0 ∈ η0 ∈ θ0. If there exists a x such that

dξ < x < d0
ξ0
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for all ξ ∈ κ and ξ0 ∈ θ0, then

a0
ξ = c0(dξ) < c0(x) < c0(d0

ξ0) ≤ b0ξ0

for all ξ ∈ κ and ξ0 ∈ θ0. We obtain a contradiction since the sequences (a0
ξ)ξ∈κ and

(b0ξ)ξ∈θ0 witness a (κ, θ0) in (M,≤M ).

Corollary 1.3.5. Let κ be an infinite regular cardinal such that κ < t(U) and κ ≤ p(U).
If there is no (κ, θ) gap in some linear order L of L(U), then (κ, θ) 6∈ C(U).

Proof. By theorems 1.3.2 and 1.3.3, if (κ, θ) belongs to C(U), then there exists a (κ, θ)
gap in every L.

1.4 p(U) = t(U)

The aim of this section is to prove that for all ultrafilter U that the cardinals p(U), t(U)
are equal. This result is proved by Malliaris and Shelah in [5], but here we present the
proof due to Steprans [10]. In order to prove the main theorem, we need the following
technical lemmas.

Lemma 1.4.1. Let {(Xi,≤i)}i∈λ be a family of linear orders and U be a non-principal
ultrafilter on λ. Put

(X,≤) =
∏
i∈λ

(Xi,≤i)/U .

Assume that there exist an infinite set U ⊆ X and a family Z of internal sets of X such
that |U |, |Z| < p(U), t(U) and U ⊆ Z for all Z ∈ Z. Then there is an internal set Y
such that U ⊆ Y ⊆

⋂
Z.

Proof. Let Z = (Zξ)ξ∈κ be an enumeration of the family Z. Let Qi be the set of the
functions f with the following properties:

1. dom(f) is an initial segment of Xi.

2. range(f) ⊆ P(Xi).

3. f(y) ⊆ f(x), if x ≤i y.

Put (Q,v) =
∏
i∈λ(Qi,⊆)/U . We construct inductively an increasing sequence (qα)α∈κ

in Q, such that, called dα the maximal element of dom(qα), the following hold:

(i) dα is not near 1.

(ii) U ⊆ qα(z) for all d ≤ dα.

(iii) qα(dα) ⊆ Zα.
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Put q0 = ∅. Assume that qα is defined. Put qα+1 = qα ∪ {(dα + 1, Zα+1 ∩ qα(dα))},
which is an element of Q, since the set Zα+1 is an internal set. Now we suppose α limit
ordinal. The sequence (qβ)β∈α is increasing and |α| < t(U), so there exists q ∈ Q such
that qβ v q, for all β ∈ α. For u ∈ U , put

eu = max{d ∈ dom(q) | u ∈ q(d)}

and note that dβ ≤ eu for any β ∈ α. By hypothesis |U |, |α| < p(U), hence there exists
dα such that dβ ≤ dα ≤ eu for all u ∈ U and β ∈ α. We conclude the limit step
defining qα = q

∣∣
dα
∪ {(dα, Zα ∩ q(dα))}. Finally the set Y = qk(dk) has the required

properties.

Lemma 1.4.2. Let {(Xi,≤i)}i∈λ be a family of finite linear orders, U be an ultrafilter
on λ and D = {dα}α∈κ be a decreasing chain in

(X,≤) =
∏
i∈λ

(Xi,≤i)/U ,

where κ < t(U). For any F : D2 → X there exists an internal function H : X2 → X
such that F ⊆ H.

Proof. Firstly we prove the one-dimensional case of the lemma, that is we assume that
F : D → X. Let Pi be the set of all partial functions f such that dom(f) = {x ∈ Xi |
x >i bi} for some bi ∈ Xi and range(f) ⊆ Xi, that is we consider the finite pseudo-tree
of the functions from Xi with the order >i, to Xi. Put (P,v) =

∏
i∈λ(Pi,⊆)/U . We

construct inductively an increasing chain (cα)α∈κ such that:

1. dom(cα) = {x ∈ X | x > dα};

2. cα(dβ) = F (dβ) for β ∈ α.

Let c0 be a function with domain {x ∈ X | x > d0}. Given cα, put cα+1 so that:

cα+1(x) =

{
cα(x) if x ∈ dom(cα);

F (dα) if dα ≥ x > dα+1.

Now suppose α limit ordinal, then there exists c such that cβ v c for all β ∈ α. Define
cα = c

∣∣
{x∈X|x>dα}. When the construction is completed, use the hypothesis κ < t(U) to

find c such that cα v c for any α ∈ κ. If necessary extend c on X and this completes
the one-dimensional case.

Now we prove the lemma. Let Pi be the set of all partial functions f such that
dom(f) = ({x ∈ Xi | x >i bi})2 for some bi ∈ Xi and range(f) ⊆ Xi. As in the one-
dimensional case, construct an increasing chain (cα)α∈κ with the following properties:

1. dom(cα) = ({x ∈ X | x > dα})2;

2. cα(dβ, dγ) = F (dβ, dγ) for β, γ ∈ α.
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Obtained the sequence we conclude as in one-dimensional case. If α is limit ordinal, we
can proceed as previously said. In order to define cα+1, we know that there exist two
internal functions f, g such that f(dη) = F (dα, dη) and g(dη) = F (dη, dα). Extend cα on
{x ∈ X | x > dα+1}2 so that

cα+1(x, y) =


cα(x, y) if (x, y) ∈ dom(cα);

f(y) if dα = x;

g(x) otherwise

and this concludes.

To prove the main theorem, we need a result of cardinal combinatorics due to
Todorčević.

Theorem 1.4.3 (Corollary 15.8 and Remark 15.10 [11]). If κ is a regular infinite car-
dinal, then

κ+ 9 [κ+]2κ+ .

In other words, there exists a map

f : [k+]2 → k+,

such that f([A]2) = κ+ for any A ⊆ κ+ of cardinality κ+.

In the next proof we shall use an easy corollary of this theorem.

Corollary 1.4.4. If κ is a regular infinite cardinal, then there exists a function

f : [κ+]2 → κ

such that |f([A]2)| = κ, for all cofinal subset A ⊆ κ+.

Proof. Let f̃ : [k+]2 → k+ be the function of Theorem 1.4.3. Define f : [k+]2 → k in
such a way that

f(γ) =

{
f̃(γ) if f̃(γ) ∈ κ;

0 otherwise.

For each cofinal A ⊆ κ+, we have f̃([A]2) = κ+, hence f([A]2) = κ.

The next theorem is the main result on gaps of linear orders appearing in [5]. We
give the (unpublished) proof provided by Steprans [10] of this result.

Theorem 1.4.5 (Theorem 8.5 [5]). If U is an ultrafilter on λ, then p(U) = t(U) holds.

Proof. By Corollary 1.2.4, we have p(U) ≤ t(U), hence it is sufficient to show that
t(U) ≤ p(U) holds. Let (X,≤) =

∏
i∈λ(Xi,≤i)/U be a linear order of L(U), such that

there exists a (κ, θ) gap, where θ ≤ κ = p(U). If θ = κ, then we conclude t(U) ≤ κ =
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p(U), by Theorem 1.2.1. Now suppose that θ < κ = p(U) < t(U) and the sequences
{x1

ξ}ξ∈κ, {x0
ξ}ξ∈θ witness the existence of a (κ, θ)-gap in X, that is

x1
β1 ≤ x1

α1 ≤ x0
α0 ≤ x0

β0

for all β1 ≤ α1 ∈ κ, β0 ≤ α0 ∈ θ and there exists no x ∈ X such that

x1
α ≤ x ≤ x0

β

for all α ∈ κ, β ∈ θ. We will reach a contradiction. For each x ∈ Xi, put Xi

∣∣
x

=
{x′ ∈ Xi | x′ ≤i x}. Let Pi be the set of all partial functions with domain D2, for
some D ⊆ Xi, and range included in Xi. Define Qi the set of the functions ψ with the
following properties:

1. dom(ψ) = Xi

∣∣
x

for some x ∈ Xi.

2. range(ψ) ⊆ Xi × Pi and ψ(z) = (ψ1(z), ψ2(z)).

3. ψ2(z)(a, b) ≥i ψ1(z) for any z ≤i x e (a, b) ∈ dom(ψ2).

4. ψ1(z) ≤i ψ1(z′), if z ≤i z′ ≤i x.

5. If z ≤i z′ ≤i x and {a, b} is a subset of dom(ψ2(w)) for any z ≤i w ≤i z′, then
ψ2(z)(a, b) = ψ2(w)(a, b) = ψ2(z′)(a, b) for all such z ≤i w ≤i z′.

Put (Q,v) =
∏
i∈λ(Qi,⊆)/U . If c is an element of Q, we denote by dc the maximal

element of dom(c). For z ≤ dc, we write c(z) = (c1(z), c2(z)) and (Dc(z))
2 = dom(c2(z)).

Define c1 = c1(dc), c
2 = c2(dc) and Dc = Dc(dc).

By Corollary 1.4.4, there exists a function G0 : [θ+]2 → θ such that, if A ⊆ θ+

is cofinal in θ+, then |G0(A2)| = θ. First of all we extend G0 trivially to a function
G : [κ]2 → θ such that G � [θ+]2 = G0. Now construct a sequence (cα)α∈κ in Q with the
following properties:

1. cα = (c1
α, c

2
α).

2. cα v cβ if α ∈ β and dcα is not near 1.

3. There exists yβ ∈ Dcβ , so that if β ∈ α ∈ κ, then:

(A) yα ≤ yβ;

(B) c2
α(yβ, yα) = x0

G(α,β);

(C) yβ ∈ Dcα(z), if dcβ ≤ z ≤ dcα .

4. c1
α > x1

α.
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To conclude the proof it is sufficient to prove that such a sequence (cα)α∈κ exists and it
is unbounded: if this is the case we would get t(U) ≤ κ = p(U) < t(U), a contradiction.
First we show that such a sequence (cα)α∈κ is unbounded. Suppose that there is c such
that cα v c for all α ∈ κ. Now for η ∈ θ+, let zη be the maximal element of the set

Aη = {z ∈ dom(c) | ∀z′[dcη ≤ z′ ≤ z → yη ∈ Dc(z
′)]}.

By condition 3(C), we have zη ≥ dcα for all α ∈ κ. By condition 4, we have c1(zη) ≥
c1(dcα) = c1

α > x1
α for all α ∈ κ. Hence there exists F (η) ∈ θ, such that c1(zη) > x0

F (η).

Let A ⊆ θ+ be a cofinal set such that F (η) = γ for some γ ∈ θ and any η ∈ A. Note
that such an A exists since θ+ is regular and

θ+ =
⋃
{F−1(α) | α ∈ θ}.

Choose ζ, η in A such that G(ζ, η) > γ. Put z∗ = min{zη, zζ}, we have {yη, yζ} ⊆
Dc(z

∗), since dcη , dcζ ≤ z∗ ≤ zη, zζ holds. Let µ the maximum between η, ζ, then
{yη, yζ} ⊆ Dc(z

′) for all dcµ ≤ z′ ≤ z∗. Hence we have

c2(z∗)(yη, yζ) = c2(dcµ)(yη, yζ) = x0
G(η,ζ) < x0

γ

and
c2(z∗)(yη, yζ) ≥ c1(z∗) > x0

F (η) = x0
γ

contradiction.
So, it is sufficient to prove that the sequence (cα)α∈κ exists. We need a technical

claim.

Claim 1.4.6. Assume ξ ∈ κ and

• U = {uα}α∈ξ ⊆ X is decreasing in the order ≤.

• F : ξ2 → X
∣∣
{x∈X|x>w} is a function.

• ρ̄ ∈
∏
i∈λ Pi/U is such that ρ̄(uα, uβ) = F (α, β) for all α, β such that (uα, uβ) ∈

dom(ρ̄) hold.

Then there exists ρ ∈
∏
i∈λ Pi/U such that:

1. ρ(uα, uβ) = F (α, β) for all α, β.

2. ρ(x, y) ≥ w for all (x, y) ∈ dom(ρ).

3. If (x, y) ∈ dom(ρ) ∩ dom(ρ̄), then ρ̄(x, y) = ρ(x, y).

Proof claim. By Lemma 1.4.2, there exists an internal function ρ1 : X2 → X that extends
F . Define ρ2 so that:

ρ2(x, y) =

{
ρ̄(x, y) if (x, y) ∈ dom(ρ̄);

ρ1(x, y) otherwise.
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Note that also ρ2 extends F , so ρ2 satisfies 1 and 3 above, but 2 is as yet unclear. For
u ∈ U , put Zu = {x ∈ X | ρ2(x, u) > w}. Hence U ⊆ Zu and Zu is an internal set. More
precisely, since the function ρ2 is internal, we have ρ2 =

∏
i∈λ ρ

i
2/U , where ρi2 ∈ Pi for

each i ∈ λ. Set
Ziu = {xi ∈ Xi | ρi2(xi, u(i)) > w(i)},

for each i ∈ λ, we obtain that Zu is internal, since

x ∈ Zu ⇐⇒ x(i) ∈ Ziu.

By Lemma 1.4.1, there exists an internal set Y such that U ⊆ Y ⊆ Zu for u ∈ U . Put

Y ∗ = Y \ {y ∈ Y | (∃y′ ∈ Y )ρ2(y, y′) < w}

and observe that U ⊆ Y ∗ and ρ2(x, y) ≥ w for any x, y ∈ Y ∗. Then ρ = ρ2

∣∣
(Y ∗)2

has all

required properties.

Now we construct cα for α ∈ κ < t(U) as follows: In the successor case, we define
cα+1 as follows: We choose yα+1 below yα. By Claim 1.4.6, we can find ρ such that:

• ρ(yγ , yδ) = x0
G(γ,δ), if γ ≤ δ ≤ α+ 1.

• ρ(x, y) ≥ x1
α+1 + 1 for all x, y ∈ dom(ρ).

• ρ(x, y) = c2
α(x, y), if x, y ∈ dom(ρ) ∩ dom(c2

α).

Then we define cα+1 = cα ∪ {(dcα + 1, (x1
α+1 + 1, ρ))}.

If α ∈ κ is a limit ordinal, we also have that cof(α) < t(U), hence we can find a c
such that cβ v c for all β ∈ α. For β ∈ α, put

eβ = max{z ∈ dom(c) | ∀z′[dcβ ≤ z
′ ≤ z → yβ ∈ Dc(z

′)]}.

The set {eβ}β∈α is entirely above every dcξ for all ξ < α and |α| < κ = p(U), hence
there exists dα such that dcβ ≤ dα ≤ eβ for all β ∈ α. Otherwise {dcβ | β ∈ α} and
{eβ | β ∈ α} is a (cof(α), ξ) gap where ξ is the coinitiality of the set {eβ | β ∈ α} in the
linear order (X,≤) and is thus a regular cardinal smaller or equal than |α|. But

cof(α), ξ ≤ |α| < κ = p(U),

this contradicts with the very definition of p(U). Put c′ = c
∣∣
dα

, then we can find yα
which is below yη for all η ∈ α, since cof(α) < κ < t(U). Now we can proceed to find
the required ρ as in the successor case applied to the function c′ (instead of cα) and the
element yα (instead of yα+1). We can now let cα = c′ ∪ {(dα, (xα + 1, ρ))}.

Corollary 1.4.7. If U is a non-principal ultrafilter on λ, then CSP (U) = ∅.

Proof. By Theorem 1.4.5, we have t(U) = p(U), hence there are no (κ, θ) gap for κ+θ <
t(U) = p(U).



Chapter 2

The cardinals p and t

The aim of this chapter is to prove that two cardinal invariants p, t are equal. This result
is proved recently by Malliaris and Shelah in [5], but we follow a presentation due to
Professor J. Steprans that appears in a manuscript not published [10].

In Section 2.1, we work in a generic extension V [G], where G is a V -generic ultrafilter
over ([ω]ℵ0 ,⊆∗), to investigate the existence of certain gaps in some ultraproducts of ω
and we study the relation between cardinals p, t, p(G), t(G). Working in V and V [G], we
show that t ≤ t(G) and, assuming p < t, we obtain a contradiction, by a theorem due to
Shelah.

2.1 p = t

We recall some central definitions.

Definition 2.1.1. For A,B ⊆ ω we write A ⊆∗ B to indicate that |A \B| ∈ ω.
Let F be a subset of [ω]ℵ0 . We say that:

• F has the strong finite intersection property , abbreviated as s.f.i.p., if each finite
family of sets of F has infinite intersection.

• F has the infinite pseudo-intersection property, abbreviated as p.i.p., if there exists
a infinite set A ⊆ ω such that A ⊆∗ F for all F ∈ F . This set A is called pseudo-
finite intersection.

• We say that a set {Xα ∈ [ω]ℵ0 | α ∈ κ} is a tower, if Xα ⊇∗ Xβ for all α ∈ β ∈ κ.
In particular the family {Xα ∈ [ω]ℵ0 | α ∈ κ} is well ordered by ⊇∗.

Now define

t = min{|F| | F ⊆ [ω]ℵ0 is a tower and has not i.p.i.p.},

p = min{|F| | F ⊆ [ω]ℵ0has s.f.i.p., but not i.p.i.p.}.

Lemma 2.1.2. Cardinals p and t are regular and ℵ1 ≤ p ≤ t.

15
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Proof. The regularity of t follows by definition. For a proof of the regularity of p see
Theorem 7.15 in [1]. Obviously p ≤ t, since any tower has the strong finite intersection
property. Finally, we conclude proving that ℵ1 ≤ p holds. Let F = {Fi ∈ [ω]ℵ0 | i ∈ ω}
be a countable family with s.f.i.p. We construct an infinite set A such that A ⊆∗ Fi for
all i ∈ ω. Choose a0 ∈ F0 and an ∈ F0 ∩ . . . ∩ Fn, such that ai 6= aj for all i, j ∈ ω.
Conclude putting A = {ai | i ∈ ω}.

The next theorems required some basic notions on the method of forcing, see Section
A.1 of the appendix to a summary of all facts that we use.

Remark 2.1.3. The notion of forcing ([ω]ℵ0 ,⊆∗, ω) is a t-closed, hence any cardinal less
or equal to t is preserved by Corollary A.1.18.

Now we concentrate our attention on ultraproducts of finite orders modulo a non-
principal ultrafilter on ω.

Lemma 2.1.4. Let G ⊆ [ω]ℵ0 be an ultrafilter V -generic, then V [G] |= t ≤ t(G).

Proof. In V [G], let (Q,≤) =
∏
i∈ω(Qn,≤n)/G be the ultraproduct of finite pseudo-trees

(Qn,≤n) modulo G. Without loss of generality we can suppose that the sets Qn are
pairwise disjoint. Assume for a contradiction that there exists κ < t such that

V [G] |= (qξ)ξ∈κ is unbounded increasing chain in Q.

By Forcing Theorem A.1.14, there exist B ∈ G such that

B  (q̇ξ)ξ̌∈κ̌ is unbounded increasing chain in Q̇,

that is

B  (q̇ξ)ξ̌∈κ̌ is an unbounded and {ṅ ∈ ω̇ | q̇ξ(ṅ) < q̇η(ṅ)} ∈ Γ for all ξ̌ < η̌ ∈ κ̌ ,

where (qα(n))n∈ω is an element of the equivalence class of qξ and Γ is the canonical name
of G. Note that {(qα(n))n∈ω | α ∈ κ} ∈ V . In fact, fixed n ∈ ω and α ∈ κ, we have
qα(n) ∈ V , since Qn is finite, then, using Transfinite Recursion many times, we obtain
that the sequence (qα(n))α∈ω is in V for each α ∈ κ, hence {(qα(n))n∈ω | α ∈ κ} is a set
of V . Put

Aξ =
⋃
n∈B
{q ∈ Qn | qξ(n) ≤n q},

this give that {Aξ | ξ ∈ κ} ∈ V . We have Aη ⊆∗ Aξ for any ξ ≤ η, otherwise the set
Aη \Aξ is infinite: hence there exists an infinite set C ⊆ B, such that qξ(n) ≮ qη(n) for
all n ∈ C. Now let H be a V -generic ultrafilter on [ω]ℵ0 such that C ∈ H. By Forcing
Theorem A.1.14, we have

V [H] |= {n ∈ ω | qξ(n) < qη(n)} ∈ H for all ξ < η ∈ κ

and
V [H] |= {n ∈ ω | qξ(n) ≮ qη(n)} ∈ H,
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contradiction. Hence we conclude that Aη ⊆∗ Aξ for any ξ ≤ η. Since κ < t, there exists
an infinite set A ⊆∗ Aξ for all ξ ∈ κ. Now we can construct a countable set B∗ ⊆∗ B and
a sequence (q∗(n))n∈B∗ such that q(n)ξ ≤n q∗(n) for any ξ ∈ κ and for all but finitely
many n ∈ B∗. In fact, it is sufficient to choose q∗(n) ∈ A for all but finitely many n ∈ B.
Extend arbitrarily the sequence on ω and put q∗ = [(q∗(n))n∈ω]. Let H be a V -generic
ultrafilter on [ω]ℵ0 such that B∗ ∈ H, then

V [H] |= (qξ)ξ∈κ is unbounded in Q and qξ ≤ q∗ for all ξ ∈ κ,

contradiction.

On ωω we can consider the partial order <∗ defined as:

f <∗ g ⇐⇒ there exists N ∈ ω such that f(n) < g(n) for all n ≥ N.

Definition 2.1.5. Let κ1, κ2 be infinite regular cardinals. We say that two sequences
(fα)α∈κ1 , (gα)α∈κ2 represent a (κ1, κ2) tight gap on (ωω, <∗), if they witness a (κ1, κ2)
gap in (ωω, <∗), that is following properties hold:

• fj <∗ fi holds, if i < j < κ1.

• gi <∗ gj holds, if i < j < κ2.

• gj <∗ fi holds, if i < κ1 and j < κ2.

• If f ∈ ωω is such that f ≤∗ fi for all i < κ1, then f ≤∗ gj for some j ∈ κ2.

• If f ∈ ωω is such that gj ≤∗ f for all j ∈ κ2, then fi ≤∗ f for some i ∈ κ1.

Lemma 2.1.6. If there exists a (κ1, κ2) tight gap, then there exists a (κ2, κ1) tight gap.

Proof. Assume that the sequences (fα)α∈κ1 , (gα)α∈κ2 represent a (κ1, κ2) tight gap in
(ωω, <∗). Define two new sequences (f0 − gα)α∈κ2 and (f0 − fα)α∈κ1 , where we assume
that (f0 − gα)(n) = 0 and (f0 − fα)(n) = 0 if gα(n) > f0(n) and fα(n) > f0(n),
respectively. Now it is clear that the sequences (f0 − fα)α∈κ1 and (f0 − gα)α∈κ2 are
increasing and decreasing, respectively. Now we prove that no function separate the
sequences. Assume for a contradiction there exists h ∈ ωω such that

f0 − fα <∗ h <∗ f0 − gβ

for all α ∈ κ1 and β ∈ κ2. Consider the sequence f0 − h, defined zero when f0 is less
than h. Then, we have

gβ <
∗ f0 − h <∗ fα,

for all α ∈ κ1 and β ∈ κ2, absurd. So we conclude that the sequences represent a (κ2, κ1)
tight gap in (ωω, <∗).

The next is a technical result due to Shelah.
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Theorem 2.1.7 (Shelah, Theorem 1.12 [8]). If p < t, then there exists a (κ, p) tight gap
in (ωω, <∗) for some regular cardinal κ < p.

Lemma 2.1.8. If p < t and G ⊆ [ω]ℵ0 is a V -generic ultrafilter, then V [G] |= p(G) ≤ p.

Proof. By Theorem 2.1.7, there exist a regular cardinal κ < p and a (κ, p) tight gap in
(ωω, <∗). Let (fξ)ξ∈p, (gξ)ξ∈κ be the sequences that represent the tight gap in ωω. Put

(X,≤) =
∏
i∈ω

(g0(n),≤n)/G,

where ≤n is the standard order on ω. For any ξ ∈ p and ξ′ ∈ κ we have fξ(n), gξ′(n) <
g0(n) for all but finitely many n ∈ ω. Hence we can assume that range(fξ), range(gξ′) ⊆
range(g0) for any ξ ∈ p, ξ′ ∈ κ, provided that the function ranges are modified in a finite
number of points. Put [fξ] and [gξ′ ] the equivalence classes in X ∈ V [G] of the sequences
fξ, gξ′ , respectively. Finally we have to show that the sequences ([fξ])ξ∈p, ([gξ])ξ∈κ rep-
resent a (p, κ) gap in X ∈ V [G]. The monotonicity of the sequences is obvious. To
conclude the proof it is sufficient to show that there is no [h] such that

V [G] |= [fξ] < [h] < [gη] for all ξ ∈ p and η ∈ κ.

Assume that there exists [h] ∈ X such that

V [G] |= [h] ≤ [gξ] for all ξ ∈ κ,

that is for some A ∈ G we have

A  {ṅ ∈ ω̇ | ḣ(ṅ) ≤n ġξ(ṅ)} ∈ Γ for all ξ ∈ κ,

by Forcing Theorem A.1.14, where Γ is the canonical name of G. Put

Aξ = {n ∈ ω | h(n) ≤n gξ(n)}

and note that Aξ ∈ G for all ξ ∈ κ. For each ξ ∈ κ, we have A ⊆∗ Aξ, otherwise the
set A \ Aξ is infinite, hence there exists an infinite set A′ ⊆ A such that gξ(n) <n h(n)
for all n ∈ A′. Now let H be a V -generic ultrafilter over [ω]ℵ0 such that A′ ∈ H. Since
A′ ⊆∗ A, we have

V [H] |= [h] ≤ [gξ]

and
V [H] |= [gξ] < [h],

contradiction. Hence we obtain that A ⊆∗ Aξ for all ξ ∈ κ. Let h̃ ∈ ωω be so that

h̃(n) =

{
h(n) if n ∈ A;

0 otherwise;

We have h̃ ≤∗ gξ for all ξ ∈ κ, hence there exists γ ∈ p such that h̃ <∗ fγ . Since A ∈ G,
we conclude

V [G] |= [h] = [h̃] <∗ [fγ ].
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Theorem 2.1.9. We have V |= p = t.

Proof. We know that p ≤ t. Assume for contradiction that p < t. By lemmas 2.1.8,
2.1.4, 1.4.5, we have

V [G] |= t ≤ t(G) ≤ p(G) ≤ p < t,

where G ⊆ [ω]ℵ0 is a V -generic ultrafilter, contradiction.
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Chapter 3

A characterization of elementary
classes

In this chapter we give an algebraic characterization of elementarily equivalent struc-
tures under the assumption that there exists proper class of inaccessible cardinals. In
particular, we show that two L-structuresM,N are elementarily equivalent if and only
if there exists two isomorphic L-structures M′ and N ′ (saturated and of inaccessible
size) such that M≺M′ and N ≺ N ′.

In Section 3.1, we concentrate our attention to a class of ultrafilters, called λ-good.
We prove the existence of λ+-good ultrafilters on λ and we show that these ultrafilters
ensure a certain saturation of all ultraproducts of L-structures.

In Section 3.2, we recall the definition of direct limit of a family of L-structures and
prove some basic properties.

In Section 3.3, we define a strong chain for a structure M, that is a sequence of
structures such that: at the successor step, Mα+1 is an ultraproduct of the structures
Mα modulo a good ultrafilter and, at the limit step, we keep the direct limit of the
already constructed structures. Finally, we deduce a characterization of elementarily
equivalent structures by the existence of strong chains.

3.1 Good ultrafilters and saturated structures

Definition 3.1.1. Let U be an ultrafilter on I and λ an infinite cardinal. We say that
U is λ-regular, if there exists a λ-regularizing family E ⊆ U , that is a family of sets such
that |E| = λ and for any i ∈ I

|{E ∈ E | i ∈ E}| < ω.

We write regular if U is |I|-regular. We say that an ultrafilter is ℵ1-incomplete or
countably incomplete, if there exists a countable family E ⊆ U such that

⋂
E 6∈ U .

By definition follows immediately that a λ-regular ultrafilter U is µ-regular for each
µ < λ.

21
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Proposition 3.1.2. Let U be an ultrafilter on I. Then the following properties are
equivalent:

1. U is ℵ0-regular.

2. U is countably incomplete.

3. There exists a countable family {In | n ∈ ω} ⊆ U such that I0 = I, In ⊇ In+1 and⋂
In = ∅.

Proof.

1⇒ 2 If the family {En | n ∈ ω} regularizes U , then
⋂
n∈ω En = ∅. Hence we conclude

that
⋂
n∈ω En 6∈ U .

2⇒ 3 Let E = {Ei | i ∈ ω} ⊆ U be a family such that
⋂
E 6∈ U . Put E = I \

⋂
E and

note that E ∈ U . Define I0 = I and In+1 = E0 ∩ . . . En ∩ E for n ∈ ω. Then the
family {In | n ∈ ω} has the required properties.

3⇒ 1 Obvious.

Remark 3.1.3. For an ultrafilter U on ω, we have that U is non-principal if and only if
U is regular. In fact, if U is non-principal, then the set In = ω \ {1, . . . , n} belongs to U
for every n ∈ ω and

⋂
n∈ω In = ∅. If U is principal, then U is generated by some n ∈ ω

and we conclude that n ∈
⋂
U .

From now on, we assume that each ultrafilter is non-principal.

Notation. For a set I, we indicate with Sω(I) the set of all finite subsets of I.

We show the existence of λ-regular ultrafilter on λ.

Lemma 3.1.4. Let I be a set of cardinality λ. There exists a regular ultrafilter U on I.

Proof. Since |Sω(λ)| = λ, it is sufficient to prove this lemma when I = Sω(λ). For α ∈ λ,
put

Xα = {u ∈ Sω(λ) | α ∈ u}.

The family X = {Xα ⊆ Sω(λ) | α ∈ λ} has the finite intersection property, in fact, for
all α1, . . . , αn ∈ λ we have

Xα1 ∩ . . . ∩Xαn 3 {α1, . . . , αn}.

Then there exists an ultrafilter U that extends the family X and clearly X is a λ-
regularizing family for U , since every u ∈ Sω(λ) is finite.

Lemma 3.1.5. If U is an ultrafilter on λ, then U is not λ+-regular.
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Proof. Assume for a contradiction that the family {Xα | α ∈ λ+} regularizes U . For
every α ∈ λ+, choose iα ∈ λ such that iα ∈ Xα. Then λ+ =

⋃
β∈λ{α ∈ λ+ | iα = β},

hence there exists β ∈ λ such that |{α ∈ λ+ | iα = β}| = λ+. We conclude that β ∈ Xα

for all α such that iα = β, absurd.

Definition 3.1.6. Let I be a set and f, g : Sω(I)→ U be two functions. We write f ≤ g,
if f(A) ⊆ g(A) for all A ∈ Sω(I). We say that f is monotone, if for any A,B in Sω(I):

A ⊆ B implies f(B) ⊆ f(A).

We say that g is additive, if

g(B ∪A) = g(A) ∩ g(B).

Definition 3.1.7. Let α be an infinite cardinal. An ultrafilter U on I is called α-good
if for every cardinal β < α and every monotone function f : Sω(β)→ U , there exists an
additive function g : Sω(β)→ U , such that g ≤ f .

Lemma 3.1.8. Let U be a countably incomplete ultrafilter over a set I. If U is λ+-good,
then U is λ-regular.

Proof. Let {In ∈ U | n ∈ ω} be a family such that In ⊇ In+1 and
⋂
n∈ω In = ∅. Put

f : Sω(λ) → U such that f(u) = I|u|. The map f is monotone, hence there exists g
additive such that g ≤ f . For t ∈ g({α1})∩ . . .∩g({αn}), we have t ∈ f({α1, . . . , αn}) =
In. Hence the family {g({α}) | α ∈ λ} is λ-regularizing.

The next lemma give an equivalent condition to λ+-goodness.

Lemma 3.1.9. An ultrafilter U over a set I is λ+-good if and only if the following
statement holds:

For every monotne map f : Sω(λ)→ U there exists an additive map g : Sω(λ)→ U such

that g ≤ f.

Proof. It is sufficient to show that the implication from right to left holds. For γ ≤ λ,
let f : Sω(γ)→ U be monotone. Put f̄ : Sω(λ)→ U such that f̄(u) = f(u∩γ). The map
f̄ is clearly monotone, hence there exists an additive map ḡ ≤ f̄ . We conclude noting
that the restriction of ḡ to Sω(γ) has all required properties.

The next aim is to prove the existence of λ+-good ultrafilters on λ. To do this we
need some technical lemmas.

Lemma 3.1.10 (Theorem 6.1.6 [2]). Let λ be an infinite cardinal and {Yγ | γ ∈ λ} be a
family of subsets of λ, such |Yγ | = λ for every γ ∈ λ. There exists a family {Zγ | γ ∈ λ}
with the following properties for each γ, η ∈ λ:

(i) Zγ ⊆ Yγ and |Zγ | = λ.
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(ii) Zγ ∩ Zη = ∅, if γ 6= η.

Proof. For each ordinal γ ≤ λ, put

Xγ = {(α, β) | α ≤ β and β < γ} ⊆ γ × γ.

We have Xλ =
⋃
γ∈λXγ , since λ is limit ordinal. We construct inductively a family

{fγ | γ ≤ λ} of injective functions such that

(i) the function fγ has domain contained in Xγ and fη ⊆ fγ for every η ≤ γ ≤ λ.

(ii) If α ≤ β < γ, then fγ(α, β) ∈ Yα.

At the successor step, assume that fγ is defined. Note that |Xγ | < λ and |Yα| = λ for
all α < λ. We can define

fγ+1((α, β)) =

{
fγ((α, β)) if α ≤ β < γ;

h((α, γ)) if α ≤ γ < γ + 1.
,

where h is an injective map such that dom(h) ∩ dom(fγ) = ∅ and h(α, γ) ∈ Yα for all
α ≤ γ. At the limit step, choose fγ =

⋃
η∈γ fη. When the construction is completed,

put
Zα = {fλ(α, β) | α ≤ β < λ}.

Since the map fλ is injective, follows that the clauses (i) and (ii) hold.

Definition 3.1.11. Let Π be a non-empty family of partitions of a cardinal λ, such that
every P ∈ Π has exactly λ many sets. For a filter F on λ, we say that the couple (Π, F )
is consistent, if the following assertion holds:

for each X ∈ F , n ∈ ω and X1 ∈ P1 ∈ Π1, . . . , Xn ∈ Pn ∈ Πn,

if P1, . . . , Pn are distinct, then X ∩
⋂
i≤n

Xi 6= ∅

Notation. Let I be a set and F ⊆ P(I) be a family with the finite intersection property,
we indicate with [F ] the filter over I generated by the family F .

Definition 3.1.12. An ultrafilter U on λ is uniform, if every set of U has cardinality λ.

Lemma 3.1.13 (Theorem 6.1.7 i) [2]). Let F be an uniform filter on λ generated by a
family E ⊆ F such that |E| ≤ λ. Then there exists a family Π of partitions of λ such
that |Π| = 2λ, every P ∈ Π has exactly λ many sets and the couple (Π, F ) is consistent.

Proof. Let {Jγ | γ ∈ λ} be the family of all finite intersections of members of E.
Note that Jγ has cardinality λ for all γ < λ. By Lemma 3.1.10, there exists a family
{Iγ | γ ∈ λ} such that |Iγ | = λ, Iγ ⊆ Jγ and Iγ ∩ Iη = ∅ for all γ 6= η. Put

B = {(s, r) | s ∈ Sω(λ) and r : P(s)→ λ}
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and note that |B| = λ. Consider an enumeration B = {(sξ, rξ) | ξ ∈ λ} with possible
repetitions in such a way that for all γ ∈ λ

B = {(sξ, rξ) | ξ ∈ Iγ}.

For each non-empty J ⊆ λ, define the map FJ : λ→ λ such that

FJ(ξ) =

{
rξ(J ∩ sξ) if ξ ∈

⋃
γ∈λ Iγ ;

0 otherwise.

Claim 3.1.14. Every map FJ is surjective and FJ1 6= FJ2, for every distinct sets J1, J2.

Proof. First of all we prove that for every J ⊆ λ the map FJ is surjective. Fix γ ∈ λ
and x ∈ J . Put s = {x} and r = {(s, γ)}. We have (s, r) = (sξ, rξ) for some ξ ∈ λ,
hence we conclude

FJ(ξ) = rξ(J ∩ sξ) = rξ(sξ) = γ.

Finally, we prove that FJ1 6= FJ2 for J1 6= J2. Without loss of generality we can
assume that there exists x ∈ J1 \ J2. Set s = {x} and r = {(s, 0), (∅, 1)}. Since
(s, r) ∈ B, there exists ξ ∈ λ such that (s, r) = (sξ, rξ). Then we conclude

FJ1(ξ) = rξ(J1 ∩ sξ) = rξ(sξ) = 0

and
FJ2(ξ) = rξ(J2 ∩ sξ) = rξ(∅) = 1.

By the claim we obtain the family

Π = {{F−1
J (γ) | γ ∈ λ} | J ⊆ λ}

has cardinality 2λ and every partition has exactly λ equivalence classes. To conclude the
proof it is sufficient to show that (Π, F ) is consistent. Fix distinct J1 . . . , Jn ⊆ λ and
γ, γ1, . . . , γn ∈ λ, we have to find ξ ∈ Iγ such that

FJi(ξ) = γi for 1 ≤ i ≤ n.

Let s ∈ Sω(λ) be such that

s ∩ Ji 6= s ∩ Jh for 1 ≤ i < h ≤ n.

Now define r : Sω(λ)→ λ in the following way:

r(Ji ∩ s) = γi for 1 ≤ i ≤ n.

For some ξ ∈ Iγ , we have (s, r) = (sξ, rξ), hence

FJi(ξ) = rξ(Ji ∩ sξ) = γi.
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Lemma 3.1.15 (Theorem 6.1.7 ii) [2]). Let (Π, F ) be consistent and J ⊆ λ, where
λ is a cardinal. Then for some cofinite Π′ ⊆ Π either (Π, [F ∪ {J}]) is consistent or
(Π′, [F ∪ {λ \ J}]) is.

Proof. There are two cases:

(i) F ∪ {J} has not the finite intersection property, then there exists X ∈ F such
that X ∩ J = ∅. Clearly F ∪ {λ \ J} has the finite intersection property, hence
it is sufficient to show that (Π, [F ∪ {λ \ J}]) is consistent. For X ′ ∈ F and
X1 ∈ P1 ∈ Π, . . . , Xn ∈ Pn ∈ Π, we have

X ′ ∩ (λ \ J) ∩
⋂
i≤n

Xi ⊇ X ′ ∩X ∩ λ \ J ∩
⋂
i≤n

Xi = X ′ ∩X ∩
⋂
i≤n

Xi 6= ∅.

(ii) The families F ∪ {J} and F ∪ {λ \ J} both have the finite intersection property.
Now assume that (Π, [F ∪{J}]) is not consistent, hence for distinct P1, . . . Pn ∈ Π,
there exist X ∈ F and X1 ∈ P1, . . . , Xn ∈ Pn such that

∗ X ∩ J ∩
⋂
i≤n

Xi = ∅.

Put Π′ = Π\{P1, . . . , Pn}. Now we prove that (Π′, [F ∪{λ\J}]) is consistent. For
distinct P ′1, . . . P

′
m ∈ Π′, consider X ′1 ∈ P ′1, . . . X ′m ∈ P ′m and X ′ ∈ F . We have

X ′ ∩ (λ \ J) ∩
⋂
i≤m

X ′i ⊇ X ′ ∩X ∩ (λ \ J) ∩
⋂
i≤m

X ′i ∩
⋂
i≤n

Xi 6= ∅,

since ∗ holds and
X ′ ∩X ∩

⋂
i≤m

X ′i ∩
⋂
i≤n

Xi 6= ∅.

Lemma 3.1.16 (Theorem 6.1.7 iii) [2]). For a cardinal λ, let (Π, F ) be consistent,
p : Sω(λ) → F be monotone and P ∈ Π. Then there exist an extension F ′ of F and an
additive function q : Sω(λ)→ F ′ such that q ≤ p and (Π \ {P}, F ′) is consistent.

Proof. Let P = {Xγ | γ ∈ λ} and Sω(λ) = {tγ | γ ∈ λ} be some enumerations. For
γ ∈ λ, define a function qγ : Sω(λ)→ P(λ) such that

qγ(s) =

{
p(tγ) ∩Xγ if s ⊆ tγ ;

∅ if s 6⊆ tγ .

Put q(s) =
⋃
γ∈λ qγ(s).

Claim 3.1.17. The function q is additive, q ≤ p and F ∪ range(q) has the finite inter-
section property.
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Proof. For s ∈ Sω(λ) and γ ∈ λ such that s ⊆ tγ , we have

qγ(s) = p(tγ) ∩Xγ ⊆ p(s) ∩Xγ ⊆ p(s),

hence q(s) =
⋃
γ∈λ qγ(s) ⊆ p(s). Now we prove that q is additive. For γ ∈ λ the map qγ

is additive, since
s ∪ s′ ⊆ tγ ⇐⇒ s ⊆ tγ and s′ ⊆ tγ .

We obtain

q(s ∪ s′) =
⋃
γ∈λ

qγ(s ∪ s′) =

⋃
γ∈λ

qγ(s)

 ∩
⋃
γ′∈λ

qγ′(s
′)

 = q(s) ∩ q(s′),

where in the second equality we have used that qγ(s) ∩ qγ′(s′) = ∅ for γ 6= γ′. Then
we conclude q(s ∪ s′) = q(s) ∩ q(s′). To conclude the proof, we prove that the family
F ∪ range(q) has the finite intersection property. Fix Y1, . . . , Yn ∈ F and s1, . . . , sm ∈
Sω(λ). We have

Y1 ∩ . . . ∩ Yn ∩ q(s1) ∩ . . . ∩ q(sm) = Y1 ∩ . . . ∩ Yn ∩ q(s1 ∪ . . . ∪ sm)

since q is additive. Note that s1 ∪ . . . ∪ sm ∈ Sω(λ), hence s1 ∪ . . . ∪ sm = tγ for some
γ ∈ λ. We obtain

Y1 ∩ . . . ∩ Yn ∩ q(tγ) ⊇ Y1 ∩ . . . ∩ Yn ∩ qγ(tγ) = Y1 ∩ . . . ∩ Yn ∩ p(tγ)︸ ︷︷ ︸
∈F

∩Xγ

where the last set is not empty since (Π, F ) is consistent.

Finally, we have to prove that (Π \ {P}, F ′) is consistent. Fix distinct P1, . . . , Pn ∈
Π \ {P}, X ∈ F s ∈ Sω(λ) and X1 ∈ P1, . . . , Xn ∈ Pn. There exists γ ∈ λ such that
s = tγ , then

X ∩ q(tγ) ∩
⋂
i≤n

Xi ⊇ X ∩ qγ(tγ) ∩
⋂
i≤n

Xi = X ∩ p(tγ)︸ ︷︷ ︸
∈F

∩Xγ ∩
⋂
i≤n

Xi 6= ∅,

since (Π, F ) is consistent and Xγ ∈ P .

Now we prove the existence of λ+-good ultrafilter.

Theorem 3.1.18 (Theorem 6.1.4 [2]). Let I be a set of cardinality λ. Then there exists
an λ+-good countably incomplete ultrafilter U over I.

Proof. Without loss of generality we can assume I = λ. First of all, let {pη | η ∈ 2λ}
be an enumeration of all monotone maps form Sω(λ) to P(λ) and {Jη | η ∈ 2λ} be an
enumeration of P(λ). For n ∈ ω, consider the set

In = λ \
⋂
i≤n
{γ + i | γ ∈ λ is limit ordinal}.
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We have In ⊇ In+1, |In| = λ and
⋂
n∈ω In = ∅. Let U0 be the uniform filter generated by

the family {In | i ∈ ω}. By Lemma 3.1.13, we can find a family of partitions Π0 of λ such
that |Π0| = 2λ and (Π0, U0) is consistent. We shall construct two families {Πγ | γ ∈ 2λ}
and {Uγ | γ ∈ 2λ} with the following properties:

(i) Πξ ⊇ Πγ and Uξ ⊆ Uγ , for all ξ ≤ γ ∈ 2λ.

(ii) |Πγ | = 2λ, |Πγ \Πγ+1| ∈ ω and Πγ =
⋂
η∈γ Πη for γ limit ordinal.

(iii) (Πγ , Uγ) is consistent for each γ ∈ 2λ.

At the limit step, put Πγ =
⋂
η∈γ Πη and Uγ =

⋃
η∈γ Uη and note that the clauses

(i), (iii) are trivial. To check that ii) holds, observe that |Π0 \ Πγ | = |γ · ω|. Now
assume that Uγ and Πγ are defined. If γ + 1 is odd, let Jη be the first element of P(λ)
not already in Uγ . By Lemma 3.1.15, there exist Uγ+1 and Πγ+1 such that neither
Jη ∈ Uγ+1 nor λ \ Jη ∈ Uγ+1 and clauses (i), (ii), (iii) hold. If γ + 1 is even, let
pη : Sω(λ)→ Uγ be the first function which we have not already dealt with. By Lemma
3.1.16, we can find Uγ+1, Πγ+1 and an additive map q : Sω(λ)→ Uγ+1 such that q ≤ pη,
Uγ+1 = [Uγ ∪ {range(q)}] and clauses (i), (ii), (iii) holds. When the construction is
completed define U =

⋃
γ∈2λ Uγ . Clearly U is a countably incomplete ultrafilter on λ.

Moreover, if p : Sω(λ)→ U is monotone, there exists γ ∈ 2λ such that range(p) ⊆ Uξ for
all ξ ≥ γ, since cof(λ) < cof(λλ) = cof(2λ). Hence, by construction of U , we conclude
that U is λ+-good.

Note that this result of existence is the best possible, in fact, by lemmas 3.1.5, 3.1.8,
there exists no λ++-good countably incomplete ultrafilter on λ.

To continue our studies we introduce a class of rich structures, called saturated, but
first of all we recall the following definition.

Definition 3.1.19. Let T be a theory and M be a model of T . A type p(x) with
parameters in A ⊆M is a set of formulas of T with parameters in A. We say that p(x)
is finitely satisfiable in M, if for every φ1(x), . . . , φn(x) ∈ p(x) we have

M |= ∃x φ1(x) ∧ . . . ∧ φn(x).

Definition 3.1.20. Let λ be an infinite cardinal andM be an L-structure. We say that
M is λ-saturated, if for every A ⊆ M, with |A| < λ, M realizes every type p(x) such
that

1. p(x) has parameters in A;

2. p(x) is finitely satisfiable in M.

We say that M is saturated, if it is |M |-saturated.
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Remark 3.1.21. Assume that M is an infinite κ-saturated L-structure, then |M| ≥ κ.
Otherwise, M = {aγ | γ ∈ λ} for some λ < κ and the type

p(x) = {¬(x = aγ) | γ ∈ λ}

should have a realization.

Definition 3.1.22. LetM,N be two L-structures. A partial map f : M→N is called
elementary if for every L-formula ψ(x1, . . . , xn) and a1, . . . , an ∈ dom(f) we have

M |= ψ(a1, . . . , an)⇐⇒ N |= ψ(f(a1), . . . , f(an))

Remark 3.1.23. Let f : M→N be an elementary map and p(x, (a)a∈dom(f)) be a finitely
satisfiable type in M with parameters in dom(f). It is easy to check that the type
p(x, (f(a))a∈dom(f)) is finitely satisfiable in N . In fact, for ψ1(x, f(ā1)), . . . , ψn(x, f(ān))
in p(x, (f(a))a∈dom(f)) we have

N |= ∃x
n∧
i=1

ψi(x, f(āi))⇐⇒M |= ∃x
n∧
i=1

ψi(x, āi)

Lemma 3.1.24. Let M be a λ-saturated L-structure, where |L| ≤ λ. For A ⊆ M of
cardinality less than λ, let p((xα)α∈κ) be a type with parameters in A and with infinite
variables {xα | α ∈ κ} for some κ ≤ λ. If p((xα)α∈κ) is finitely satisfiable in M, then it
is realized.

Proof. By Corollary B.1.3, there exists an elementary extension M′ of M that realizes
the type p((xα)α∈κ). We indicate by (bα)α∈κ the realization of p((xα)α∈κ) in M′. By
Löwenheim-Skolem Theorem, there exists an L-structure N 4M′ such that bα ∈ N for
all α ∈ κ, A ⊆ N and |N | = γ ≤ λ. Fix N = {cα | α ∈ γ} an enumeration of N . We
construct a set of partial functions {fα | α ≤ γ} with the following properties:

(i) fα : N →M is partial elementary map and fixes A.

(ii) cα ∈ dom(fα+1).

(iii) fβ ⊆ fα holds for all β ∈ α ≤ γ.

When the construction is completed, the sequence (fγ(bα))α∈κ is a realization of the type
p((xα)α∈κ). Put f0 = idA and note that f0 is elementary since M 4M′ and N 4M′.
In the successor step, assume that fα is defined and cα 6∈ dom(fα). Put

q(x, (a)a∈dom(fα)∪A) = {ψ(x) | ψ(x) has parameters in A ∪ dom(fα) and N |= ψ(cα)}.

By inductive hypothesis, the type

q(x, (fα(a))a∈dom(fα)∪A)

with parameters in range(fα) ∪ A is finitely satisfiable in M, hence this is realized by
some c ∈M. Put fα+1 = fα ∪ {(cα, c)}. In the limit step, put fα =

⋃
β∈α fβ.
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The next result is simple application of back and forth constructions.

Theorem 3.1.25. Let M,N be L-structures elementarily equivalent. Assume that
M,N have the same cardinality λ. If M,N are saturated, then M∼= N .

Proof. Let M = {aγ | γ ∈ λ} and N = {bγ | γ ∈ λ} be an enumeration of M,N ,
respectively. We construct inductively a family of partial functions {fγ | γ ≤ λ} with
the following properties:

1. the map fγ+1 : M→N is elementary, aγ ∈ dom(fγ+1) and bγ ∈ range(fγ+1).

2. fη ⊆ fγ holds for all η ≤ γ ≤ λ.

For γ = 0, we put f0 = ∅. Note that f0 is elementary, since M≡ N . Assume that fγ is
defined, aγ 6∈ dom(fγ) and bγ 6∈ range(fγ). Put

p(x, (a)a∈dom(fγ)) = {ψ(x) | ψ(x) has parameters in dom(fγ) and M |= ψ(aγ)}.

The type p(x, (fγ(a))a∈dom(fγ)) is finitely satisfiable in N , since fγ is elementary, so there
exists a realization b in N . Now consider the map g = f−1

γ ∪ {(b, aγ)} and repeat the
preceding argument to find c such that g ∪ {(bγ , c)} is an elementary map. Finally, put
fγ+1 = fγ ∪ {(aγ , b)} ∪ {(c, bγ)}. For γ limit ordinal, define fγ =

⋃
η∈γ fη. When the

construction is complete, the map fλ is an isomorphism.

Notation. In the sequel of this thesis if p(x) is a type, we write Sω(p) to indicate Sω(|p|).

The following result shows how the existence of α-good ultrafilter allows to construct
saturated structures.

Theorem 3.1.26 (Theorem 6.1.8 [2]). Let U be a λ-good countably incomplete ultrafilter
on I. Assume that {Mi | i ∈ I} is a family of L-structures with |L| < λ. Then the
L-structure

∏
i∈IMi/U is λ-saturated.

Proof. Let p(x, (aβ)β∈α) be a finitely satisfiable type in M =
∏
i∈IMi/U with param-

eters (aβ)β∈α for α ∈ λ. We can expand the language L to L′, adding α new constants
{cβ}β∈α, such that cMβ = aβ. Note that the language L′ has cardinality less than λ.
Moreover, the type p̃(x) = p(x, (cβ)β∈α) is finitely satisfiable without parameters in M.
Hence it is sufficient to show that every finitely satisfiable type p(x) without parameters
has a realization in M. Let {In | n ∈ ω} ⊆ U be a family such that

I = I0 ⊇ I1 ⊇ . . . ⊇ In ⊇ . . .

and
⋂
In = ∅. Note that |p(x)| < λ since |p(x)| ≤ |{ψ(x) | ψ(x) is L-formula}| = |L| <

λ. Define the map
f : Sω(p)→ U

such that
f(u) = I|u| ∩ {i ∈ I | Mi |= ∃x

∧
u(x)}.
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The map f is monotone. In fact, if u ⊆ u′, then

I|u| ⊇ I|u′|

and
{i ∈ I | Mi |= ∃x

∧
u(x)} ⊇ {i ∈ I | Mi |= ∃x

∧
u′(x)}.

Hence there exists an additive map g such that g ≤ f . For i ∈ I, define

π(i) =
⋃
{φ(x) ∈ p(x) | i ∈ g({φ(x)})}.

We prove that |π(i)| ∈ ω for all i ∈ I. Otherwise, for all n ∈ ω we have

|π(i)| ≥ n⇒{φ1(x), . . . , φn(x)} ∈ π(i)⇒
{φ1(x)} ∪ . . . ∪ {φn(x)} ∈ π(i)⇒
i ∈ g({φ1(x)}) ∩ . . . ∩ g({φn(x)})⇒
i ∈ g({φ1(x)} ∪ . . . ∪ {φn(x)})⇒
i ∈ f({φ1(x), . . . , φn(x)}) ⊆ In,

that is
⋂
n∈ω In 6= ∅, contradiction. For i ∈ I we have π(i) ∈ Sω(p) and

i ∈
⋂
{g({φ(x)}) | φ(x) ∈ π(i)} = g(π(i)) ⊆ f(π(i)).

For i ∈ I such that π(i) 6= ∅, we can choose h(i) ∈Mi such that

Mi |=
∧
π(i)(h(i)).

We complete the proof showing that [(h(i))i∈I ] is a realization of p(x). Let φ(x) be a
formula of p(x). Since i ∈ g({φ(x)}) implies φ(x) ∈ π(i), we have

U 3 g({φ(x)}) ⊆ {i ∈ I | Mi |= φ(h(i))}.

We conclude by Loś’s Theorem.

3.2 Direct limit of L-structures

Definition 3.2.1. A partial order (I,≤) is a directed set, if for any i, j ∈ I there exists
a k ∈ I such that i, j ≤ k. A directed system {(Mi, eij) | i, j ∈ I, i ≤ j} of L-structures
consists in a directed set (I,≤), a family {Mi | i ∈ I} of L-structures and a family
{eij | i, j ∈ I, i ≤ j} of morphisms of L-structures such that:

1. eij : Mi →Mj ;

2. eii = IdMi for all i ∈ I;

3. eik = ejk ◦ eij for all i ≤ j ≤ k.
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Lemma 3.2.2. Let {(Mi, eij) | i, j ∈ I, i < j} be a directed system of L-structures,
where the morphisms eij are elementary maps. There exists an L-structure M and a
family {ei | i ∈ I} of elementary morphisms such that

1) ei : Mi →M;

2) ei = ej ◦ eij for all i ≤ j.

3) If {gi | i ∈ I} is a family of morphisms such that gi : Mi → N for some L-
structures N and for all i ≤ j the following diagram commutes

Mj

ej
&&

gj

++M g // N

Mi

ei

88eij

OO

gi

33

there exists a unique g : M→N such that gi = g ◦ ei.

The L-structure M is called direct limit of the family {Mi | i ∈ I} and it is denoted by
lim−→
i∈I
Mi.

Proof. First of all we construct the L-structure M. Define an equivalence relation ∼
over

⋃
i∈IMi such that, if x ∈Mi, y ∈Mj and i ≤ j,

x ∼ y ⇐⇒ eik(x) = ejk(y) for some k ≥ i, j.

Let M =
⋃
i∈IMi/ ∼ be the domain of the structure M. Now we have to define the

interpretation of the symbols of constant, relation and function. If c in L is a symbol of
constant, put cM = [cMi ] and note that cMi ∼ cMj for every i, j ∈ I. Let R(x1, . . . , xn)
be a relation symbol of L and ai ∈Mhi for 1 ≤ i ≤ n, we say that

RM([a1], . . . , [an])

holds if there exists a k ≥ hi for any i, such that

RMk(eh1k(a1), . . . , ehnk(an)).

In a similar way, suppose that f(x1, . . . , xn) is a function symbol and ai ∈ Mhi for
1 ≤ i ≤ n+ 1, we say that

fM ([x1], . . . , [xn]) = [xn+1]

holds, if there exists a k ≥ hi for any i, such that

fMk(eh1k(a1), . . . , ehnk(an)) = ehn+1k(an+1).
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By the definition of ∼, it is easy to see that the interpretations are well defined. Now
put

ei : Mi →M

such that ei(a) = [a] and clearly 1), 2) hold. We prove that the clause 3) holds. Assume
that there exist gi : Mi → N for each i ∈ I, such that gi = eij ◦ gj for any i ≤ j. Define
g : M→N such that g([a]) = gi(a) if a ∈Mi.

Claim 3.2.3. The map g is a well defined morphism such that g◦ei = gi for every i ∈ I.

Proof. We prove that g is well defined. Assume that a ∼ b, a ∈ Mi and b ∈ Mj , then
for some k ∈ I such that i, j ≤ k we have eik(a) = ejk(b). We have

g([a]) = gi(a) = gk(eik(a)) = gk(ejk(b)) = gj(b) = g([b]),

thus g is well defined. By definition we have g ◦ ei = gi for every i ∈ I. Now we
prove that g is a morphism, that is the clauses of Definition B.1.10 hold. If [cMi ] ∈ M
is the interpretation of a constant, we have g([cMi ]) = fi(c

Mi). Now consider a term
fM([a1], . . . , [an]). We can assume that a1, . . . , an ∈Mk for some k ∈ I, then

g(fM([a1], . . . , [an])) = gk(f
Mk(a1, . . . , an))

= fN (gk(a1), . . . , gk(an)) =

= fN (g([a1]), . . . , g([a1])).

In a similar way we can prove that if RM([a1], . . . , [an]), then RN (g([a1]), . . . , g([an]));
hence we conclude that g is a morphism.

Finally, we prove that the maps ei are elementary, that is, for any L-formula ψ(x1, . . . , xn)
and a1, . . . , an ∈Mi, we have

M |= ψ([a1], . . . , [an])⇐⇒Mi |= ψ(a1, . . . , an).

We proceed by induction on the complexity of the formula ψ(x1, . . . , xn). When ψ(x1, . . . , xn)
is atomic, we conclude since the maps eij are elementary. Assume ψ(x1, . . . , xn) =
ψ1(x1, . . . , xn) ∧ ψ2(x1, . . . , xn), then

M |= ψ([a1], . . . , [an])⇐⇒
M |= ψ1([a1], . . . , [an]) ∧ ψ2([a1], . . . , [an])⇐⇒
M |= ψ1([a1], . . . , [an]) andM |= ψ2([a1], . . . , [an])⇐⇒
Mi |= ψ1(a1, . . . , an) andMi |= ψ2(a1, . . . , an)⇐⇒
Mi |= ψ1(a1, . . . , an) ∧ ψ2(a1, . . . , an)⇐⇒
Mi |= ψ(a1, . . . , an).
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Assume ψ(x1, . . . , xn) = ¬φ(x1, . . . , xn), then

M |= ψ([a1], . . . , [an])⇐⇒M |= ¬φ([a1], . . . , [an])⇐⇒
M 6|= φ([a1], . . . , [an])⇐⇒
Mi 6|= φ(a1, . . . , an)⇐⇒
Mi |= ¬φ(a1, . . . , an)⇐⇒
Mi |= ψ(a1, . . . , an).

Finally, assume ψ(x1, . . . , xn) = ∃xφ(x, x1, . . . , xn), then

Mi |= ψ(a1, . . . , an) =⇒Mi |= ∃xφ(x, a1, . . . , an) =⇒
Mi |= φ(a, a1, . . . , an) for some a ∈Mi =⇒
M |= φ([a], [a1], . . . , [an]) for some a ∈Mi =⇒
M |= ∃xφ(x, [a1], . . . , [an]) =⇒
M |= ψ([a1], . . . , [an]).

Now we show the reverse implication:

M |= ψ([a1], . . . , [an]) =⇒
M |= ∃xφ(x, [a1], . . . , [an]) =⇒
M |= φ([a], [a1], . . . , [an]) for some a ∈Mj =⇒
M |= φ([ejk(a)], [eik(a1)], . . . , [eik(an)]) for some a ∈Mj and k ≥ i, j =⇒
Mk |= φ(ejk(a), eik(a1), . . . , eik(an)) for some a ∈Mj and k ≥ i, j =⇒
Mk |= ∃xφ(x, eik(a1), . . . , eik(an)) for some k ≥ i, j,

By hypothesis the map eik is elementary, hence Mi |= ∃xφ(x, a1, . . . , an).

3.3 The strong chains

Definition 3.3.1. LetM be an L-structure and κ be an infinite cardinal. We say that
a family {Mα | α ∈ κ} of L-structures is a strong chain for M, if M0 = M and the
following properties hold:

• for every α ∈ κ there exists a cardinal λ ≥ α such that Mα+1 =Mλ
α/U for some

ultrafilter U on λ.

• If α ∈ κ is limit ordinal, then Mα = lim−→
β∈α
Mβ.

Remark 3.3.2. Note that a strong chain is a directed system of L-structures. By Lemma
3.2.2 and Corollary B.1.14, there exist some elementary maps eβα : Mβ →Mα for every
β ≤ α. Hence, given a strong chain {Mα | α ∈ κ} , is well defined the direct limit of the
structures Mα and the maps eα : Mα → lim−→

α∈κ
Mα are elementary, by Lemma 3.2.2.
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Theorem 3.3.3. Let M be an L-structure. Assume that κ is an inaccessible cardinal
such that |L|, |M| < κ. There exists a strong chain {Mα | α ∈ κ} for M, such that
lim−→
α∈κ
Mα has cardinality κ and it is saturated.

Proof. Let (λi)i∈κ be an increasing sequence of cardinal such that λ0 = max{|M|+, |L|+}
and λi ↗ κ. Note that each increasing cardinal sequence that converges to κ has
cardinality κ, since κ is regular. We construct inductively a strong chain for M such
that

1) |Mα| < κ for all α ∈ κ;

2) Mα+1 is λ+
α -saturated for all α ∈ κ.

Put M0 =M. At the successor step assume that Mα is defined. Let U be a λ+
α -good

countably incomplete ultrafilter on λα and put Mα+1 = Mλα
α /U . Note that U exists

by Theorem 3.1.18. The condition 2) holds by Theorem 3.1.26. Moreover, |Mα+1| ≤
|Mλα

α | < κ, since κ is inaccessible. At the limit step, define Mα = lim−→
β∈α

Mβ. Note that

|Mα| ≤
∑

β∈α |Mβ| < κ, by regularity of κ. When the construction is completed, put

M∗ = lim−→
α∈κ
Mα

and note that the maps eα : Mi → M∗ are elementary for all α ∈ κ, by Lemma 3.2.2.
Obviously |M∗| ≤ κ holds. To conclude the proof it is sufficient to prove that M∗ is
κ-saturated. For λ < κ, let p(x, ([aγ ])γ∈λ) be a type of M∗, with parameters ([aγ ])γ∈λ.
By regularity of κ, we can assume that there exists α ∈ κ such that aγ ∈ Mα for any
γ ∈ λ. Note that p(x, (aγ)γ∈λ) is a type finitely satisfiable inMα, since the map eα is an
elementary. Let β ≥ α be such that λβ ≥ λ, then we have that Mβ+1 is λ+

β -saturated.
Hence there exists a realization a ∈ Mβ+1 of the type p(x, (eαβ+1(aγ))γ∈λ). Since eβ+1

is elementary, we conclude that [a] realizes the type p(x, ([aγ ])γ∈λ).

Theorem 3.3.4. Assume the existence of a proper class of inaccessible cardinals. Let
M, N be L-structures, then the following are equivalent:

(i) M≡ N ;

(ii) for some inaccessible cardinal κ larger than |L|+|M|+|N |, there exist two isomor-
phic and saturated L-structures M′ and N ′ of cardinality κ such that M ≺ M′,
N ≺ N ′.

Proof.

(i)⇒ (ii) Put
κ = min{λ > |L|+ |+M|+ |N | | λ is an inaccessible cardinal}.

By Theorem 3.3.3, there exists two strong chains {Mα | α ∈ κ} and {Nα | α ∈ κ}
for M,N , respectively, such that M′ = lim−→

α∈κ
Mα and N ′ = lim−→

α∈κ
Nα have the same
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cardinality κ and they are saturated. Moreover, we have M ≡M′ and N ≡ N ′,
by Lemma 3.2.2. By Theorem 3.1.25, we obtain M′ ∼= N ′.

(ii)⇒ (i) By Lemma B.1.11, we have M′ ≡ N ′. Hence we conclude M≡M′ ≡ N ′ ≡ N .



Chapter 4

Keisler’s order

In this chapter, we define Keisler’s order on the class of complete theories on a countable
language. Our aim is to characterize of the maximal theories in combinatorial terms.
We will link the theory of gaps, studied in Chapter 1, with the properties of Keisler’s
order.

In Section 4.1, we define a binary relation between the complete countable theories:
we write T1 Eλ T2, if for all models M1,M2 of T1, T2, respectively, and each regular
ultrafilter U on λ, ifMλ

2/U is λ+ saturated, then soMλ
1/U . We show that this relation

is a preorder, that we call Keisler’s order.

In Section 4.2, we show that a theory is maximal if and only if the only for all cardinals
λ the only ultrafilters which saturate the ultrapowers of models of T are λ+-good.

In Section 4.3, we prove the maximality of every theory with the SOP property, that
is a theory in which we can define a partial order with infinite chains.

In Section 4.4, we show that every gap of some ultrapower of finite linear orders
appears in an ultrapower of (ω,<). Hence, we obtain a characterization of good ultra-
filters in terms of gaps that we can find in an ultrapowers of the linear order (ω,<).
We introduce the notion of treetops, that generalizes the idea of unbounded chain given
in Chapter 1. In fact, now we study unbounded increasing chains in ultraproducts of
arbitrary pseudo-trees. We conclude the section showing that the existence of certain
treetops is equivalent to the goodness of the ultrafilter.

In Section 4.5, we define a theory with the SOP2 property, that is: in some model
M and for some formula ψ(x, ȳ), there is an interpretation of a tree ({ās | s ∈ µ<κ},E)
in M with the property that a ψ-type with parameters in T is consistent if an only if
the parameters are E-compatible. For a model M of a SOP2-theory, we prove that the
realization of ψ-types is an ultrapower of M is equivalent to the existence of special
functions, called distributions.

In Section 4.6, we show that every SOP2-theory is maximal in Keisler’s order. In
particular, an ultrapower of a model M of a SOP2-theory is λ+-saturated if and only if
U has the λ+-treetops property.

37
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4.1 Basic properties

We shall assume that every language is countable and every theory is complete, that is
any two models of a theory T are elementarily equivalent.

Definition 4.1.1. Let λ be an infinite cardinal and T1, T2 theories. We say that T1 Eλ T2

if and only if for everyM1,M2 models of T1, T2, respectively, and any regular ultrafilter
U on λ we have

if Mλ
2/U is λ+-saturated, then Mλ

1/U is λ+-saturated.

We write T1 E T2, if T1 Eλ T2 holds for every infinite cardinal λ.

Lemma 4.1.2 (Keisler, Theorem 2.1 [3]). Let M and N be elementarily equivalent L-
structures and I be a set of cardinality λ. If U is a regular ultrafilter on I and N I/U is
λ+-saturated, then MI/U is λ+-saturated.

Proof. Let γ ≤ λ be a cardinal and p(x, (aα)α∈γ) be a complete finitely satisfiable type
in MI/U . By hypothesis L is countable, then the type has cardinality γ. Let

{φα(x, āα) | α ∈ γ}

be an enumeration of the formulas of the type, where āα is a finite tuple for any α ∈ γ.
Let X = {Xα | α ∈ λ} be a λ-regularizing family of U that is

⋂
α∈uXα = ∅ for all infinite

u ⊆ λ. For i ∈ I, put
Σ(i) = {φα(x, āα(i)) | i ∈ Xα}

and note that Σ(i) is finite.

Claim 4.1.3. Fix i ∈ I. For every α ∈ γ, we can choose bα(i) ∈ N such that for any
subset {φα1(x, āα1(i)), . . . , φαn(x, āαn(i))} of sentences of Σ(i) we have

(∗) M |= ∃x
n∧
j=1

φαj (x, āαj (i))⇐⇒ N |= ∃x
n∧
j=1

φαj (x, b̄αj (i)).

Proof. Consider the set Λ(i) of all formulas:

∃x
n∧
j=1

φαj (x, x̄αj (i))

if

M |= ∃x
n∧
j=1

φαj (x, āαj (i))

and otherwise

¬∃x
n∧
j=1

φαj (x, x̄αj (i)),
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for every subset {φα1(x, āα1(i)), . . . , φαn(x, āαn(i))} of sentences of Σ(i). The set Λ(i) is
finite, hence let ψ(x̄) be its conjunction, where we indicate by x̄ a finite tuple of variables.
Since M and N are elementarily equivalent and

M |= ∃x̄ ψ(x̄),

we have

N |= ∃x̄ ψ(x̄).

In N a realization {bα(i) | α ∈ γ} of the formula ψ(x̄) is the required set.

Now, for every α ∈ γ, let bα the class of equivalence modulo U of the sequence
(bα(i))i∈I . We claim that the type p̃(x, (b̄i)i∈γ) is finitely satisfiable in N I/U . In fact, if
φα1(x, b̄α1), . . . , φαn(x, b̄αn) are formulas of the type, then

Xα1 ∩ . . . Xαn ∩ {i ∈ I | M |= ∃x
n∧
j=1

φαj (x, āαj (i))} ∈ U

is a subset of {i ∈ I | N |= ∃x
∧n
j=1 φαj (x, b̄αj (i))} since (∗) holds. We obtain that

N I/U |= ∃x
n∧
j=1

φαj (x, b̄αj (i))).

Let b be a realization of p̃(x, (bi)i∈γ) and put

Γ(i) = {φα(x, āα(i)) ∈ Σ(i) | N |= φα(b(i), b̄α(i))}.

Note that Γ(i) is finite and M |= ∃x
∧

Γ(i)(x), since (∗) holds. We may choose a
realization a(i) ∈ M of the sentence ∃x

∧
Γ(i)(x). Put a = [(a(i))i∈I ]. Now we show

that a is a realization of the type p(x, (aα)α∈γ) in Mλ/U . If φα(x, āα) is a formula of
p(x, (aα)α∈γ), then

U 3 {i ∈ I | N |= φα(b(i), b̄α(i))} ∩Xα ⊆ {i ∈ I | M |= φα(a(i), āα(i))},

hence we conclude that MI/U |= φα(a, āα).

Lemma 4.1.4. The relations Eλ and E are preorders, that is, the reflexive and transitive
properties hold.

Proof. It is sufficient to show that Eλ is a preorder for all cardinal λ. Obviously the
transitive property holds. The reflexivity follows by Lemma 4.1.2.

The preorder E is called Keisler’s order.
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4.2 A characterization of the maximal theories

Lemma 4.2.1. A theory T is maximal in Keisler’s order E if and only if it is maximal
in Eλ for any cardinal λ.

Proof. Follows by definitions.

For every cardinal γ, let
(Sω(γ),⊆, P )

be a structure such that
PSω(γ)(u)⇐⇒ u 6= ∅.

The next result is a useful criterion to check the goodness of an ultrafilter.

Lemma 4.2.2 (Theorem 2.2 Chapther VI [9]). Let U be an ultrafilter on I. If for each
γ < λ and every λ-saturated elementary extension M of (Sω(γ),⊆, P ), the ultrapower
MI/U realizes all types of the form

p(x, (aα)α∈γ) = {x ⊆ aα | α ∈ γ} ∪ {P (x)}

that are finitely satisfiable in MI/U , then U is λ-good.

Proof. Let γ < λ and
f : Sω(γ)→ U

be a monotonic function. For i ∈ I, consider the type pi((xα)α∈γ) in M such that for
every u ∈ Sω(γ) the following holds:

if i ∈ f(u), then ϕu ∈ pi((xα)α∈γ),

if i 6∈ f(u), then ¬ϕu ∈ pi((xα)α∈γ),

where

ϕu =

{
∃x

[∧
α∈u

x ⊆ xα ∧ P (x)

]}
and

¬ϕu =

{
¬∃x

[∧
α∈u

x ⊆ xα ∧ P (x)

]}
.

Claim 4.2.3. For every i ∈ I, the type pi((xα)α∈γ) is realized in M.

Proof. Fix i ∈ I. By Lemma 3.1.24, it is sufficient to show that pi((xα)α∈γ) is finitely
satisfiable in M. Let {u1, . . . , un, v1, . . . , vm} ⊆ Sω(γ) be such that i ∈ f(uj) and
i 6∈ f(vl) for every j ≤ n and l ≤ m. Put {α1, . . . , αk} =

⋃
j,l uj ∪ vl. To complete the

proof, we find some finite subsets A1, . . . , Ak of ω such that⋂
j∈ul

Aj 6= ∅ and
⋂
j∈vh

Aj = ∅
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for all l ≤ n and h ≤ m, then xαj = Aj for j ≤ k provides a realization of

{ϕu1 , . . . , ϕun , ϕv1 , . . . , ϕvm}.

We construct the sets A1, . . . , Ak as follows: consider an injective map

h : {uj | j ≤ n} → k

such that h(uj) = luj . For every α ∈ {α1, . . . , αk}, put

F (α) = {luj | α ∈ uj}.

Now we show that the sets F (α) for α ∈ {α1, . . . , αk} have the required properties. For
j ≤ n we have

⋂
α∈uj F (α) 3 luj . Now assume for a contradiction that there exists l

such that l ∈
⋂
α∈vl F (α) for some l ≤ m. For some uj , we have l = luj , then vl ⊆ uj .

By monotonicity of f , we conclude i ∈ f(uj) ⊆ f(vl), contradiction.

For every i ∈ I, let {aα(i) | α ∈ γ} ⊆ M be a realization of the type p((xα)α∈γ),
that is for every finite set u ∈ Sω(γ) we have

M |= ∃x

[∧
α∈u

x ⊆ aα(i) ∧ P (x)

]
⇐⇒ i ∈ f(u).

Now, in MI/U consider the type

q(x, (aα)α∈γ)) = {x ⊆ aα | α ∈ γ} ∪ {P (x)},

where aα = [(aα(i))i∈I ] for every α ∈ γ. We show that q(x, (aα)α∈γ)) is finitely satisfiable
in MI/U . For every finite set u ⊆ γ we have

{i ∈ I | M |= ∃x
∧
α∈u

x ⊆ aα(i) ∧ P (x)} = {i ∈ I | i ∈ f(u)} ∈ U ,

hence
MI/U |= ∃x

∧
α∈u

x ⊆ aα ∧ P (x).

Now let b ∈MI/U be a realization of q(x, (aα)α∈γ)) and define

g(u) = {i ∈ I | M |=
∧
α∈u

b(i) ⊆ aα(i) ∧ P (b(i))} ∈ U .

Obviously g is an additive function on Sω(γ), range(g) ⊆ U and g ≤ f .

Theorem 4.2.4 (Lemma 4.2 Chapter VI [9]). A theory T is maximal in the preorder Eλ
if and only if for any model M and any regular ultrafilter U on λ, the following property
holds:

Mλ/U is λ+-saturated if and only if U is λ+-good. ∗
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Proof. We first assume that the property ∗ holds. Let T ′ be a countable complete theory
and N be a model of T ′. Assume that M |= T . If Mλ/U is λ+-saturated, then U is
λ+-good. By Theorem 3.1.26, we conclude that N λ/U is λ+-saturated, hence T ′ Eλ T .
Hence T is maximal in the preorder Eλ.

Note that in ∗ the implication from right to left holds for all theories T , by Theorem
3.1.26. Now assume that T is maximal. Let M be a model of T , such that Mλ/U is
λ+-saturated, for some regular ultrafilter U . By maximality of T , we have

Th((Sω(γ),⊆, P )) Eλ T,

for every γ ∈ λ+, that is Sω(γ)λ/U is λ+-saturated. By Theorem 4.1.2, we conclude
that N λ/U is λ+-saturated, for every elementary extension N of (Sω(γ),⊆, P ). Thus
the ultrafilter U is λ+-good, by Lemma 4.2.2.

4.3 SOP-theories

Definition 4.3.1. A complete L-theory T has the strict order property, abbreviated as
SOP, if in some modelM of T there is an L-formula ψ(x, y) that defines a partial order
with infinite chains.

Remark 4.3.2. Note that if M and ψ(x, y) have the properties of the definition above,
then ψ(x, y) define a partial order in every structure N such that N ≡M.

Theorem 4.3.3. For every complete theory T with the strict order property, we have
Th((Q, <)) E T .

Proof. Let λ be an infinite cardinal, U be a regular ultrafilter on λ and {Xα | α ∈ λ} be a
λ-regularizing family for U . Assume that for some modelM of T , the ultrapowerMλ/U
is λ+-saturated. By Lemma 4.1.2, it is sufficient to prove that Qλ/U is λ+-saturated.
Let p(x) be a finitely consistent type in Qλ/U with parameters in A, where |A| = γ ≤ λ.
By quantifier elimination of dense linear orders without endpoints, every formula ψ(x)
with parameters a1, . . . , an is equivalent, modulo the theory, to a finite conjunction of
formulas of the form

x > ai1 ∨ x < ai1 .

Hence we can assume without loss of generality that p(x) = {φα(x, aα) | α ∈ γ} is a set
of atomic formulas. Put

A1 = {a | {x > a} ∈ p(x)}

and
A2 = {a | {x < a} ∈ p(x)}.

If A2 = ∅, for every ξ ∈ λ consider the finite set Σ(ξ) = {φα(x, aα) | ξ ∈ Xα}. For every
ξ ∈ λ, choose a(ξ) = max{aα(ξ) | ξ ∈ Xα} and note that

Q |=
∧

φα(x,aα)∈Σ(ξ)

φα(a(ξ), aα(ξ)).
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Not put a = [(a(ξ))ξ∈λ]. For every formulas φα(x, aα) ∈ p(x) we have

U 3 Xα ⊆ {ξ ∈ λ | Q |= φα(a(ξ), aα(ξ))},

hence a is a realization of the type p(x). Using a similar argument we conclude that
p(x) is realized, when A1 = ∅. To conclude the proof, assume that A1 and A2 are not
empty. Hence for some cardinals κ1, κ2, we want to find an element a that separates
two sequences (a1

α)α∈κ1 and (a2
α)α∈κ2 . Since κ1 + κ2 ≤ λ, we can find a subfamily

{X1
α | α ∈ κ1} ∪ {X2

α | α ∈ κ2}

of the λ-regularizing family {Xα | α ∈ λ}. For ξ ∈ λ, consider the finite set

Σ(ξ) = {a1
α(ξ) | ξ ∈ X1

α} ∪ {a2
α(ξ) | ξ ∈ X2

α}.

Since M has an infinite chain, we can copy Σ(ξ) in a finite subset

{b1α(ξ) | ξ ∈ X1
α} ∪ {b2α(ξ) | ξ ∈ X2

α}

of M so that the order is preserved, that is

Q |= aiα(ξ) < ajβ(ξ)⇐⇒M |= biα(ξ) < bjβ(ξ).

In this way we have obtained two sequences (b1α)α∈κ1 and (b2α)α∈κ2 in Mλ/U such that
for every α1 < α2 ∈ κ1 and β1 < β2 ∈ κ2 we have

Mλ/U |= b1α1
< b1α2

< b2β2 < b2β1 .

Since Mλ/U is λ+-saturated, there exists b that separates the two sequences in Mλ/U .
Now consider

Γ(ξ) = {a1
α(ξ) | ξ ∈ X1

α, M |= b1α(ξ) < b(ξ)} ∪ {a2
α(ξ) | ξ ∈ X2

α, M |= b(ξ) < b2α(ξ)}.

It is possible to find a(ξ) ∈ Q such that

Q |= a1
α(ξ) < a(ξ) < a2

β(ξ),

for all a1
α(ξ), a2

β(ξ) ∈ Γ(ξ). Let a be the class of equivalence modulo U of the sequence

(a(ξ))ξ∈λ. For every a1
α and a2

β, the set

X1
α ∩X2

β ∩ {ξ ∈ λ | M |= b1α(ξ) < b(ξ) < b2β(ξ)} ∈ U

is a subset of
{ξ ∈ λ | a1

α(ξ) < a(ξ) < a2
β(ξ)}.

We conclude that a separates the two sequences (a1
α)α∈κ1 and (a2

α)α∈κ2 in Qλ/U .

Theorem 4.3.4. The theory Th((Q, <)) is maximal in Keisler’s order.
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Proof. Let λ be an infinite cardinal and U be a regular ultrafilter on λ such that the
ultrapower Qλ/U is λ+-saturated. We have to prove that U is λ+-good. By Theorem
4.2.2, it is sufficent to prove that if M is a λ+-saturated elementary extension of

(Sω(λ),⊆, ∅),

then Mλ/U realizes all types

p(x, (aα)α∈λ) = {x ⊆ aα | α ∈ λ} ∪ {¬(x = ∅)},

that are finitely satisfiable in Mλ/U . Consider a new binary relation symbol R and
expand the language with R in such a way that

M |= R(a, b)⇐⇒M |= a ⊆ b ∧ a 6= ∅.

Set

Γ = {s ∈M<ω | M |= ∃x
[∧
{R(x, s(i)) | i < |s|}

]
}

and note that Γ has the power of M, hence there exists a bijection g : M → Γ. We
expand the language, defining the following new functions and relations on M:

• c∗ = g−1(∅).

• a ≤ b if and only if g(a) is extended by g(b).

• F1 : M→M is such that F1(a) is a witness of

M |= ∃x
[∧
{R(x, g(a)(i)) | i < |g(a)|}

]
• P (b, ā) if and only if ā ∈ Γ is a sequence extended by g(b).

• Q(b, ā) if and only if g(b)aā ∈ Γ.

• F2(b, ā) = c if and only if M |= Q(b, ā) and g(c) = g(b)aā or M |= ¬Q(b, ā) and
c = b.

• F3(b, ā) = c if and only if g(c) ∈ Γ is extended by g(b) and g(c) is the longest
initial segment of g(b) such that g(c)aā is in Γ (notice that g(c) is always an initial
segment of g(b)).

Let N1 = (M, R,≤, F1, F2, F3, P,Q, c
∗) andM1 be the reduct of N1 to L = {R}. For the

sake of simplicity let us denote by their usual names in the language the interpretations
in N λ

1 /U of the relation and function symbols of the signature of N λ
1 /U . We just note

that for example

N λ
1 /U |= Q([f ], [ā])⇐⇒ {i < λ | N1 |= g(f(i))aā(i) ∈ Γ} ∈ U ,
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and similarly for the other relation and function symbols. Fix a family {f̄α | α ∈ λ} ⊆
N λ

1 /U and a type

p(x, (f̄α)α∈λ) = {φα(x, f̄α) | α ∈ λ},

of size λ and finitely satisfiable in N λ
1 /U , where every formula φα(x, ȳ) is a finite con-

junction of xRy. Without loss of generality we can assume that the type is closed under
finite conjunction. Before showing how to realize the type p(x, (f̄α)α∈λ) we need two
claims.

Claim 4.3.5. 1) Every a ∈ N1/U has an immediate successor b. Moreover, every
element has infinitely many immediate successors.

2) For every a, b ∈ N λ
1 /U there exists a maximal element c ∈ N λ/U such that c ≤ a, b.

Proof. 1) Fix a ∈ N λ
1 /U . For every ξ ∈ λ, the element a(ξ) ∈ N1 has an immediate

successor b(ξ) ∈ N1, since the partial order (N1, <) is isomorphic to the partial
order (Γ,⊆). Now the element [(b(ξ))ξ∈λ] has the required properties. The sec-
ond observation follows noting that in (N,≤) every element has infinitely many
immediate successors.

2) For every ξ ∈ λ, we can find a maximal c(ξ) ∈ N1 such that c(ξ) ≤ a(ξ), b(ξ), since
the order (N1,≤) is isomorphic to the order (Γ,⊆). Now the element [(c(ξ))ξ∈λ]
has the required properties.

Claim 4.3.6. For κ, κ1, κ2 ≤ λ we have:

(i) If ((cα)α∈κ) is an increasing chain in
∏

(Nλ
1 ,≤)/U , then there exists c ∈ N λ

1 /U
such that cα ≤ c for all α ∈ κ.

(ii) If ((aα)α∈κ1) and ((bα)α∈κ2) are sequence in (N λ
1 /U ,≤) such that

aα1 < aα2 < bβ2 < bβ1

for all α1 < α2 < κ1 and β1 < β2 < κ2. Then there exists an element c ∈ Nλ
1 /U

that separates the two sequences in
∏

(Nλ
1 ,≤)/U .

Proof. For every c ∈ N λ
1 /U , the set Sc of immediate successors of c is infinite, by Claim

4.3.5 1). Choose a dense linear order <c on Sc and consider the following binary relation
≺ on N1 × {0, 1}: (a, i) ≺ (b, j) if and only if

(A) a = b and i < j.

(B) If a < b, then (a, 0) ≺ (b, 0) ≺ (b, 1) ≺ (a, 1).

(C) If a, b are not <-compatible, there exists a maximal c ∈ N λ
1 /U such that c < a, b,

by Claim 4.3.5 2). Now let a′, b′ ∈ N λ
1 /U be the first elements such that c < a′ ≤ a

and c < b′ ≤ b. Then a′ <c b
′.
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By Claim 1.2.3, ≺ is a linear order, moreover it is easy to check that ≺ is a dense order
with first and last element (c∗, 0) and (c∗, 1), respectively. Hence the structure

((N1 × {0, 1})λ/U ,≺) = (N λ
1 /U × {0, 1},≺)

is a dense linear order with first and last element and thus is a model of the theory of
(Q, <). We conclude the proof of (i) and (ii) of the claim as follows:

(i) In (N λ
1 /U×{0, 1},≺), consider the sequences (cα, 0), (cα, 1). Since we are assuming

that Qλ/U is λ+-saturated, we have that

N λ
1 /U × {0, 1} \ {(c∗, 0), (c∗, 1)}

is λ+-saturated dense linear order. Hence there exists (c, j) such that (cα, 0) <
(c, j) < (cβ, 1). We conclude proving that cα < c for all α. Since the argument is
similar we can assume that j = 0. Assume for a contradiction that we have cα ≮ c,
for some α ∈ λ. Hence condition (C) holds and we obtain (cα, 1) ≺ (c, 0) ≺ (cα, 1),
contradiction.

(ii) Consider the sequences (aα, 0), (aα, 1), (bα, 0) and (bα, 1). By hypothesis we have

(aα, 0) ≺ (bβ, 0) ≺ (bβ, 1) ≺ (aα, 1).

Since
N λ

1 /U × {0, 1} \ {(c∗, 0), (c∗, 1)}

is λ+-saturated dense linear order, there exists (d, j) such that

(aα, 0) ≺ (d, j) ≺ (bβ, 0) ≺ (bβ, 1) ≺ (aα, 1).

Since
(aα, 0) ≺ (d, j) ≺ (aα, 1),

we obtain aα < d for all α ∈ λ, by properties (A), (B), (C) in the definition of
the linear order ≺. If d < bβ for all β ∈ λ, we conclude the proof, otherwise there
exists a β ∈ λ such that d ≮ bβ. Let d′ ∈ N λ

1 /U be the maximal element such
that d′ < bβ, d. Now we prove that d′ has the required properties. Clearly we have
aα ≤ d′ for all α ∈ λ . Now observe tha for each α ∈ λ, the elements d′, bα are
<-compatible in N λ

1 /U since bα is in the thread of N λ
1 /U determined by bβ and d′

is also in that thread. Observe also that (d′, j) ≺ (bα, 0) for all α, hence d′ < bα
for all α is forced to be the case by properties (A), (B), (C) in the definition of the
linear order ≺.

In order to realize the type p(x, (f̄α)α∈λ) in N λ
1 /U , we build a family

{ci | i ≤ λ}

in N λ
1 /U with the following properties:
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i) i ≤ j if and only if N λ
1 /U |= ci ≤ cj .

ii) N λ
1 /U |= Q(ci, f̄α), for all α ∈ λ.

iii) N λ
1 /U |= P (ci+1, f̄i), for all i ∈ λ.

case i = 0: Put c0 = [(c∗)l∈λ] ∈ N λ
1 /U . The conditions i), iii) are clearly satisfied for

c0. The clause ii) holds, since g(c0) = ∅.

case i = j + 1: Put cj+1 = F2(cj , f̄j) ∈ N λ
1 /U . By inductive hypothesis we have

N λ
1 /U |= Q(cj , f̄j),

hence g(cj+1) = g(cj)
af̄j , by definition of the function F2. Clearly the clause i)

and iii) hold, by definition of cj+1. To check the second requirement we have to
prove that

N λ
1 /U |= Q(cj+1, f̄η),

for all η ∈ λ. Clearly we have the following equivalences:

N λ
1 /U |= Q(cj+1, f̄η)⇐⇒ {l ∈ λ | N1 |= g(cj+1)af̄η(l) ∈ Γ } ∈ U

⇐⇒ {l ∈ λ | N1 |= g(cj)
af̄aj f̄η(l) ∈ Γ } ∈ U .

Since the type p(x, (f̄α)α∈λ) is closed under finite conjunction and for all ζ ∈ λ

N λ
1 /U |= Q(cj , f̄ζ),

that is
{l ∈ λ | N1 |= g(cj)

af̄ζ(l) ∈ Γ} ∈ U ,

we conclude that

{l ∈ λ | N1 |= g(cj)
af̄aj f̄η(l) ∈ Γ } ∈ U .

case i limit: By Claim 4.3.6, there is f ∈ N λ
1 /U such that cj ≤ f for all j < i, but f

may not satisfy the second requirement on ci. To solve this problem we need the
following claim.

Claim 4.3.7. There exists a sequence {dξ | ξ ≤ λ} such that cj < dξ ≤ dη for all
j ∈ i and η ≤ ξ ≤ λ. Moreover, for η < λ we have

N λ
1 /U |= Q(dλ, f̄η).

Proof. For η = 0, put d0 = f . At the successor step, set dη+1 = F3(dη, f̄η). We
have to prove that for all j < i we have ci < dη+1 ≤ dη. By definition of dη+1

follows that dη+1 ≤ dη. Now remember that dη+1 is the largest initial segment of
dη such that

{l ∈ λ | N1 |= g(dη+1)af̄η(l) ∈ Γ} ∈ U .
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Since the inductive hypothesis holds and

N λ
1 /U |= Q(cj , f̄η)

for all j < i, we have cj < dη and

{l ∈ λ | N1 |= g(cj)
af̄η(l) ∈ Γ} ∈ U

for all j < i, hence cj < dη+1 for every j < i. At the limit step use Claim 4.3.6
to fill the gap (cj)j∈i (dη)η∈ξ in (N λ

1 /U ,≤). To complete the claim, we prove by
induction on ξ ≤ λ that

N λ
1 /U |= Q(dξ, f̄η)

for all η < ξ. At the successor step, we have N λ
1 /U |= Q(dη+1, f̄η), by construction

of dη+1. Moreover, N λ
1 /U |= Q(dξ, f̄η) for η < ξ by inductive hypothesis. Since

dξ+1 is an initial segment of dξ, we conclude that N λ
1 /U |= Q(dξ+1, f̄η) for all

η < ξ. At the limit step the thesis holds since dξ is an initial segment of dζ for all
ζ ∈ ξ.

To conclude the limit step, put ci = dλ, where (dξ)ξ≤λ is the sequence of Claim
4.3.7. We have to check that ci satisfies all three prescribed requirements. The
clause (i) follows by construction, (iii) is trivial and (ii) follows by Claim 4.3.7.

Finally, assume that the construction of the sequence (ci)i≤λ is completed. We
have to prove that c = F1(cλ) realizes the type p(x, (f̄α)α∈λ). By clause ii) we
have

{l < λ | N1 |= g(c(l))af̄α(l) ∈ Γ} ∈ U ,

for each α ∈ λ. By clauses (i), (iii) we have that g(c) extends g(cξ) for ξ ∈ λ and
g(cξ+1) extend f̄ξ for every ξ ∈ λ. By definition of the function F1 we obtaint that

{l ∈ λ | N1 |= ∃x
[∧
{R(x, g(c(l))(i) | i < |g(c(l))|}

]
} ∈ U

and this concluded the proof.

Corollary 4.3.8 (Shelah, Theorem 4.3 Chapter VI [9]). Every theory with the strict
order property is maximal in Keisler’s order.

Proof. Follows by Theorems 4.3.4 and 4.3.3.
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4.4 Treetops

Definition 4.4.1. Let U be a regular ultrafilter over a set I. We define

C(U) = {(κ1, κ2) ∈ |I|+ × |I|+ | κ1, κ2 are regular and ωI/U has a (κ1, κ2) gap}.

Remark 4.4.2. Assume that κ1 is an infinite regular cardinal and κ2 > 0 is finite. Since
every a 6= 0 of ωI/U has an immediate successor and an immediate predecessor, follows
that (κ1, κ2), (κ2, κ1) 6∈ C(U).

Lemma 4.4.3. For any infinite regular cardinals κ1, κ2 ≤ |I|, we have (κ1, 0) 6∈ C(U)
and (0, κ2) 6∈ C(U).

Proof. Clearly we have (0, κ2) 6∈ C(U), since ωI/U has a minimum element. Now assume
for contradiction that (κ1, 0) ∈ C(U), hence there exists a cofinal sequence (aα)α∈κ1 in
ωI/U . Let {Xα | α ∈ |I|} ⊆ U be a family that regularizes U . For every i ∈ I, the
set Yi = {aα(i) | i ∈ Xα} is finite. Put a(i) = max(Yi), if Yi is not empty, otherwise
a(i) = 0. For any α ∈ κ1, we have

U 3 Xα ⊆ {i ∈ I | aα(i) < a(i)},

hence [((a(i))i∈I ] is an upper bound of the sequence (aα)α∈κ1 , contradiction.

The next result shows that an ultrapower ωI/U is enough saturated if there are no
gaps of a certain size. In order to obtain this, we use that the theory of discrete linear
orders with minimum element and without maximum has quantifier elimination in the
language L = {0, s, <}, see Theorem B.2.5 for a proof.

Theorem 4.4.4. Let U be a regular ultrafilter on λ. Then C(U) = ∅ if and only if U is
λ+-good.

Proof. If U is λ+-good, then ωλ/U is λ+-saturated, by Theorem 3.1.26. Hence we
conclude that C(U) is empty. Now assume that C(U) is empty.

Claim 4.4.5. The ultrapower ωλ/U is λ+-saturated.

Proof. We can expand the language {<} adding an unary function symbol s and a
constant symbol 0, that interpret the successor function and the minimum element,
respectively. Note that s and 0 can be defined by <, in fact

s(x) = y ⇐⇒ x < y ∧ ¬∃z(x < z ∧ z < y)

and

x = 0⇐⇒ ∀y( x = y ∨ x < y).

Let T be the theory of discrete linear order with minimum and without maximum
and p(x) be a finitely satisfiable type in ωλ/U in the expanded language {0, s, <} with
parameters in some A ⊆ ωλ/U of cardinality less than λ+. By Theorem B.2.5, p(x)
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is equivalent modulo T to a set quantifier-free formulas. Modulo T , a quantifier-free
formula ψ(x) with parameters a1, . . . , an is a finite conjunction of formulas of the form

x > ai1 ∨ x < ai2 ∨ x = sn3(ai3) ∨ sn4(x) = ai4 .

Hence we can assume that the type p(x) is a set of atomic formulas with parameters in
A. Put

A1 = {a ∈ A | {a < x} ∈ p(x)} and A2 = {a ∈ A | {x < a} ∈ p(x)}.

There are six cases:

1) For some a ∈ A1 and n ∈ ω we have {sn(a) = x} ∈ p(x). Then p(x) is realized be
sn(a).

2) For some a ∈ A2 and n ∈ ω we have {sn(x) = a} ∈ p(x). Then p(x) is realized by
s−n(a).

3) The setsA1 andA2 are infinite. Then we find a realization a of p(x), since C(U) = ∅.

4) At least one of A1 and A2 is empty. Then we find a realization a of p(x), by the
proof of Lemma 4.4.3.

5) A1 is finite and A2 is infinite. By cases 1) and 2), we can assume that there
exists no a ∈ A1 ∪ A2 and n ∈ ω such that neither {sn(a) = x} ∈ p(x) or
{sm(x) = a} ∈ p(x). Let a1 ∈ A1 be the maximum. Since C(U) = ∅, the sequences
(sn(a1))n∈ω and (a2)a2∈A2 don’t represent a gap, hence there exists a ∈ ωI/U such
that sn(a1) < a < a2 for all n ∈ ω and a2 ∈ A2. Then a realizes the type p(x).

6) A2 is finite and A1 is infinite. We conclude as in 5).

We conclude that p(x) is realized in ωλ/U , hence ωλ/U is λ+-saturated.

By Corollary 4.3.8, the theory Th((ω,<)) is maximal in Keisler’s order, hence U is
λ+-good, by Theorem 4.2.4.

Lemma 4.4.6 (Claim 10.17 [5]). Let U be a regular ultrafilter on I. There exists a
sequence (ni)i∈I ∈ ωI , such that for all regular cardinals κ1, κ2 ≤ |I| = λ, the following
are equivalent:

(i) (κ1, κ2) ∈ C(U).

(ii) The linear order
∏
i∈I(ni,≤i)/U has a (κ1, κ2) gap, where <i is the standard order

on ω restricted to ni.

Proof.

(ii)⇒ (i) Obvious.
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(i)⇒ (ii) Let {Xi | i ∈ λ} be a λ-regularizing family of sets of U . Put

ni = |{α ∈ λ | i ∈ Xα}|+ 1

and note that ni ∈ ω for all i ∈ I. Now assume that (aα)α∈κ1 and (bα)β∈κ2
represent a (κ1, κ2) gap in ωI/U for κ1 + κ2 ≤ λ. Let h : κ1 × {0} ∪ κ2 × {1} → λ
be an injective map. Define

f : κ1 × {0} ∪ κ2 × {1} → U

that f(x) = Xh(x) and note that |{x ∈ dom(f) | i ∈ f(x)}| < ni for all i ∈ I. Set

Yi = {aα(i) | i ∈ f((α, 0))} ∪ {bα(i) | i ∈ f((α, 1))}

and note that |Yi| < ni. Choose an injective map hi : Yi → ni such that range(hi)
is an interval of ni and hi preserves the order. Put h =

∏
i∈I hi. We conclude

showing that the sequences (h(aα))α∈κ1 , (h(bα))α∈κ2 represent a (κ1, κ2) gap in∏
i∈I(ni, <i)/U . If β ∈ α ∈ κ1, then the set

f((α, 0)) ∩ f((β, 0)) ∩ {i ∈ I | aβ(i) < aα(i)} ∈ U

is contained in {i ∈ I | hi(aβ(i)) < hi(aα(i))}. Hence the sequence (h(aα))α∈κ1 is
increasing in

∏
i∈I(ni, <i)/U and in the same way we can prove that (h(bα))α∈κ2 is

decreasing. Assume for contradiction that there there exists c such that h(aα) <
c < h(bβ) for any α ∈ κ1, β ∈ κ2. Since hi preserves the order and range of hi is
an interval, we can construct a d such that h(d) = c and aα < d < bβ, absurd.

Definition 4.4.7. Let κ be a regular infinite cardinal and U be a regular ultrafilter
on I, where |I| = λ. We say that U has the κ-treetops property if: for every family
{(Pi,⊆) | i ∈ λ} of pseudo-trees and every regular cardinal γ < κ, if (ai)i∈γ is an
increasing sequence in (P,v) =

∏
i∈I(Pi,⊆)/U , then there exists a ∈ P such that ai v a

for all i ∈ γ.

Lemma 4.4.8 (Claim 10.25 [5]). Let U be a regular ultrafilter on I, where |I| = λ and
κ ≤ λ be a regular cardinal. The following are equivalent:

(i) U has the κ+-treetops property.

(ii) κ+ ≤ t(U).

Proof.

(i)⇒ (ii) Obvious.



52 CHAPTER 4. KEISLER’S ORDER

(ii)⇒ (i) Assume for a contradiction that there exists an ultraproduct of pseudo-trees

(P,v) =
∏
i∈I

(Pi,⊆)/U

such that the sequence (aα)α∈γ is increasing with no upper bound, for some regular
cardinal γ ≤ κ. Let {Xi | i ∈ λ} be a λ-regularizing family of U . Define

ni = |{α ∈ λ | i ∈ Xα}|+ 1

and note that ni ∈ ω for all i ∈ I. Let

f : γ → U

be such that f(α) = Xα and put Yi = {aα(i) | i ∈ f(α)}. For every i ∈ I let
Qi be a finite pseudo-tree of cardinality ni and hi : Yi → Qi be an injective order
preserving map. Now set (Q,v) =

∏
i∈I(Qi,⊆)/U and h =

∏
i∈I hi/U . Note that

(Q,v) belongs to P(U). The sequence (h(aα))α∈γ is an increasing sequence in
(Q,v), since for α < β the set

{i ∈ I | aα(i) ⊆ aβ(i)} ∩ f({α}) ∩ f({β}) ∈ U

is a subset of {i ∈ I | hi(aα(i)) ⊆ hi(aβ(i))}. Hence there exists b such that
h(aα) v b for all α ∈ κ. Let

f ′ : γ → U

be a map such that f ′(α) = f(α) ∩ {i ∈ I | hi(aα(i) ⊆ b(i)}. Put Zi = {hi(aα(i)) |
i ∈ f ′(α)} and note that Zi is finite and linearly ordered, hence there exists a
maximum element c(i). Now the element a =

∏
i∈I h

−1
i (c(i))/U is well defined and

it is an upper bound of the sequence (aα)α∈γ , constradiction.

Lemma 4.4.9. Let U be a regular ultrafilter on I, where |I| = λ is an infinite cardinal.
If U has the λ+-treetops property, then U is λ+-good.

Proof. By Lemma 4.4.8, we have λ+ ≤ t(U). By Theorem 4.4.4, it is sufficient to
prove that C(U) is empty. Assume for contradiction that there exist two infinite regular
cardinals κ1, κ2 ≤ λ such that there is a (κ1, κ2) gap in ωI/U . By Lemma 4.4.6, there
exists a linear order L in L in which there is a (κ1, κ2) gap. By Corollary 1.4.7, we have
CSP (U) = ∅ and κ1 + κ2 ≤ λ < λ+ ≤ t(U), contradiction.

Lemma 4.4.10. Let U be a regular ultrafilter on I, where |I| = λ. Then the following
are equivalent:

(i) If κ ≤ λ, then (κ, κ) 6∈ C(U).

(ii) U has the λ+-treetops property.
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Proof.

(ii)⇒ (i) By Lemma 4.4.9, U is λ+-good. We conclude that C(U) = ∅, by Theorem 4.4.4.

(i)⇒ (ii) Assume for contradiction that U has not the λ+-treetops property. By Lemma
4.4.8, we have λ+ > t(U), hence there exists a (t(U), t(U)) gap in some linear order
of L(U), by Theorem 1.2.2. By Lemma 4.4.6, we conclude that (t(U), t(U)) ∈ C(U),
contradiction.

Theorem 4.4.11. Let U be a regular ultrafilter on I, where λ = |I|. Then the following
are equivalent:

(i) U is λ+-good.

(ii) C(U) = ∅.

(iii) U has the λ+-treetops property.

(iv) If κ ≤ λ is regular, then (κ, κ) 6∈ C(U).

Proof.

(i)⇔ (ii) By Theorem 4.4.4.

(iii)⇔ (iv) By Lemma 4.4.10.

(i)⇒ iii) By Theorem 3.1.26, every ultraproduct is λ+-saturated.

(ii)⇒ (iv) Obvious.

(iii)⇒ (i) By Lemma 4.4.9.

4.5 The SOP2-types

Definition 4.5.1. A theory T has the SOP2 property, if there exist a formula ψ(x, ȳ)
such that in all models M of T there is a copy of the tree (µ<κ,⊆) ({ās | s ∈ µ<κ},E)
inside M such that:

(i) if s, t ∈ µ<κ are incompatible sequences, then the the formula ψ(x, ās) ∧ ψ(x, āt)
is not realizable in M.

(ii) For s ∈ µκ, the ψ-type {ψ(x, ās(i)) | i ∈ κ} is such that all its finite subsets can be
realized in M.

The tree ({ās | s ∈ µ<κ},E) is a SOP2-tree for ψ(x, ȳ) in M.
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Lemma 4.5.2. If a theory T has the SOP2 property, then in some model N of T there
exists a SOP2-tree ({ās | s ∈ 2<ω},E) for a formula ψ(x, ȳ).

Proof. Assume that in some modelM of T there exists a SOP2-tree ({ās | s ∈ µ<κ},E)
for ψ(x, ȳ). Expand the language L adding a set of finite tuples of contants {ās | s ∈ 2<ω}
and a binary relation symbol E. Let T ′ be the theory obtained by T adding the following
axioms:

(i) For all s, t ∈ 2<ω

ās E āt ⇐⇒ s ⊆ t.

(ii) If s, t are ⊆-incompatible, then

¬∃x[ψ(x, ās) ∧ ψ(x, āt)].

(iii) If s1, . . . , sn are compatible, then

∃x[ψ(x, ās1) ∧ . . . ∧ ψ(x, āsn)]

By Compactness Theorem B.1.1, T ′ is consistent and a model N of T ′ has the required
properties.

Lemma 4.5.3. If T is a complete L-theory with the strict order property, then T has
the SOP2 property.

Proof. Let M be a model of T and ψ(x, y) be a formula that defines a partial order
with an infinite chain (ai)i∈ω in M. To simplify the notation we abbreviate ψ(x, y) as
x < y. By Compactness Theorem B.1.1, we can assume that there exists a sequence
(ai)i∈Q such that

M |= ai < aj ⇐⇒ Q |= i < j.

In fact, expand L adding countable symbols of constant {ai | i ∈ Q} and consider the
theory T ′ = T ∪{ai < aj | i, j ∈ Q and i < j}. The theory T ′ is finitely consistent, since
the model M of T satisfies every finite Σ ⊆ T ′. Hence T ′ is consistent and a model M′
has the required properties. Now we construct inductively an SOP2-tree

({b̄s | s ∈ 2<ω},E)

for the formula φ(x, ȳ) = y1 < x ∧ x < y2. Put b∅ = (a0, a1). In the second step put
b<0> = (a0, a 1

2
) and b<1> = (a 1

2
, a1). Now assume that bs = (as0 , as1) has been defined

for all |s| = n in such a way s1 − s0 = 1
2n . Set

bs_<0> = (as0 , as0+ 1
2n+1

) and bs_<1> = (as0+ 1
2n+1

, as1).

By construction it follows that the above tree has all the properties required.
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Definition 4.5.4. Let M be a model of a theory T with the SOP2-property and U be
a regular ultrafilter over a set I of cardinality λ. Assume that (T,E) is a SOP2-tree for
ψ(x, ȳ) in M. A type p(x) = {ψ(x, aα) | α ∈ γ} is a SOP2-type for (T,E) in MI/U , if
γ ≤ λ and the set

X = {j ∈ I | aα(j) belongs to (T,E) for all α ∈ γ} ?

belongs to U .

From now we call ψ-type a type of the form p(x) = {ψ(x, āi) | i ∈ γ} and we just
say that “p(x) is a SOP2-type in MI/U” instead of “p(x) is a SOP2-type in MI/U for
(T,E)” if the reference to the tree (T,E) is not needed in our arguments.

Definition 4.5.5. Let U be a regular ultrapower on I and p(x) = {ψ(x, ai) | i ∈ γ)}
be a ψ-type of cardinality γ ≤ |I|. Assume that p(x) is finitely satisfiable in MI/U . A
distribution for p(x) is a map

dp : Sω(γ)→ U

such that:

(i) for every u ∈ Sω(γ), we have

dp(u) ⊆ {i ∈ I | M |= ∃x
∧
j∈u

ψ(x, aj(i))} ∈ U .

(ii) the range of dp is a γ-regularizing family of U .

(iii) if u ⊆ v, then dp(v) ⊆ dp(u).

Given an L-structure M with a SOP2 tree (T,E), we can add to the language L a
binary relation E that we interpret as the partial order on the SOP2-tree.

Lemma 4.5.6 (Lemma 11.6 [5]). Let U be a regular ultrafilter on I, where |I| = λ, and
M be a model of theory with the SOP2 property and (T,E) be a tree contained in M
witnessing the SOP2-property for T in M relative to the formula ψ(x, y). The following
are equivalent for every ψ-type p(x) on MI/U which is a SOP2-type for (T,E):

(i) p(x) has a realization in MI/U .

(ii) p(x) has a distribution dp such that

i ∈ dp({α}) ∩ dp({β}) =⇒ (aα(i) E aβ(i)) ∨ (aβ(i) E aα(i)). ∗

Proof.
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(i)⇒ (ii) Let p(x) be as in the hypothesis. By hypothesis there exists a realization a ∈MI/U
of p(x) and

X = {i ∈ I | aα(i) belongs to T for all α ∈ γ} ∈ U

by property ? of the SOP2-type p(X). Put

dp({α}) = {i ∈ I | M |= ψ(a(i), aα(i))} ∩Xα ∩X ∈ U ,

where {Xα | α ∈ γ} is a γ-regularizing family of U and

dp(u) =
⋂
α∈u

d({α}),

for |u| > 1. The map dp : Sω(p)→ U is a distribution of p(x), hence it is sufficient
to show that the condition ∗ holds. If i ∈ dp({α}) ∩ dp({β}), then the sentence
∃xψ(x, aα(i)) ∧ ψ(x, aβ(i)) is satisfied in M as witnessed by a and aα(i), aβ(i)
belong to T . Hence we conclude that (aα(i) E aβ(i)) ∨ (aβ(i) E aα(i)).

(ii)⇒ (i) Let p(x) be as in the hypothesis. Choose a distribution dp of p for which condition
∗ holds. Define the map

d′p : Sω(p)→ U

such that d′p({α}) = dp({α}) and d′p(u) =
⋂
α∈u d

′
p({α}) for |u| > 1. Obviously

the range of d′p is a regularizing family of U and d′p(u ∪ v) = d′p(u) ∩ d′p(v) for all
u, v ∈ Sω(p). Now for i ∈ I, put Σ(i) =

⋃
{u ∈ Sω(p) | i ∈ d′p(u)} and note that

Σ(i) is always finite. If Σ(i) =
⋃
{u1, . . . , uh}, we have

i ∈ d′p(u1) ∩ . . . ∩ d′p(uh) = d′p(
⋃
l≤h

ul) = d′p(Σ(i))

We show that

d′p(Σ(i)) ⊆ {j ∈ I | M |= ∃x
∧

α∈Σ(i)

ψ(x, aα(j))}

as follows: Let Σ(i) = {α1, . . . , αn}, then for every j ∈ d′p(Σ(i)) =
⋂n
i=1 dp({αi})

the elements aα1(j), . . . , aαn(j) are E-compatible since for all l 6= k ∈ {1, . . . , n}
j ∈ dp({αl})∩ dp({αk}) and thus aαl(j) and aαk(j) are E-compatible by condition
∗ on dp. This gives that the formula

∃x
∧

α∈Σ(i)

ψ(x, aα(j))

is realizable in M .

Hence we can choose a(i) ∈M such that

M |=
∧

α∈Σ(i)

ψ(a(i), aα(i)).
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Finally, we prove that [(a(i))i∈λ] is a realization of p(x). If ψ(x, aα) is a formula
of p(x), we have

U 3 d′p({α}) ⊆ {i ∈ I | M |= ψα(a(i), aα(i))},

since i ∈ d′p({α}) implies α ∈ Σ(i).

4.6 The maximality of theories with SOP2 property

Lemma 4.6.1 (Lemma 11.6 [5]). Let U be a regular ultrafilter on I, where |I| = λ,
and M be a model of theory with the SOP2 property and (T,E) be a tree with T ⊆ M
witnessing it. The following are equivalent:

(i) Every ψ-type p(x) in MI/U of cardinality less or equal to λ which is a SOP2-type
for (T,E), has a distribution dp such that

i ∈ dp({α}) ∩ dp({β}) =⇒ (aα(i) E aβ(i)) ∨ (aβ(i) E aα(i)). ∗

(ii) If (S,ES) is a tree and (cα)α∈γ is an increasing sequence of SI/U , where γ ≤ λ,
then the sequence has an upper bound in (S,ES)I/U .

Proof.

(ii)⇒(i) Let p(x) = {ψ(x, aα) | α ∈ γ} be a SOP2-type in MI/U . Then the sequence
(aα)α∈γ is linearly ordered by E, hence there exists an upper bound a applying (ii)
to the tree (T,ET ). Define the map dp : Sω(p)→ U such that

dp({α}) = {i ∈ I | M |= aα(i) E a(i)} ∩Xα ∩X

where {Xα | α ∈ γ} is a γ-regularizing family of U and

X = {i ∈ I | aα(i) belongs to a SOP2-tree for all α ∈ γ} ∈ U .

For |u| > 1, put dp(u) =
⋂
α∈u dp({α}). Clearly the range of dp is a γ-regularizing

family of U , and dp(v) ⊆ dp(u), when u ⊆ v. Now if i ∈ dp({α}) ∩ dp({β}), then
aα(i), aβ(i) E a(i), hence aα(i) and aβ(i) are E-compatible. By the same argument
we can also conclude that

dp(u) ⊆ {i ∈ U | M |=
∧
α∈u

ψ(x, aα(i))}.

Thus dp is the required distribution satisfying the conclusion of (i).
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(i)⇒(ii) Let (T,ET ) be the subtree ofM as in the hypothesis of the Lemma whichwitnesses
the SOP2-property of ψ(x, y). Let (S,ES) be a tree and (cα)α∈γ be a ES-increasing
sequence in SI/U , for some γ ≤ λ. We show that the type p(x) = {x > cα | α ∈ γ}
is realized in SI/U . Fix a distribution dp : Sω(p) → U of the type p(x). For any
i ∈ I, the set Σ(i) = {u ∈ Sω(γ) | i ∈ dp(u)} is finite. Now, if cα, cβ are parameters
of some u, v ∈ Σ(i), then we choose aα(i), aβ(i) ∈ T such that

cα(i) /S cβ(i)⇐⇒ aα(i) /T aβ(i).

Consider the type q(x) = {ψ(x, aα) | α ∈ γ}. The set q(x) satisfies ? of Definition
4.5.4, since aα(i) ∈ T is an element of the SOP2-tree T of M for each i ∈ I and
α ∈ γ. Now we show that q(x) is a finitely consistent SOP2-type. If α1 / . . . / αn,
then the set

d({α1}) ∩ . . . ∩ d({αn}) ∩ {i ∈ I | cα1(i) / . . . / cαn(i)} ∈ U

is a subset of
{i ∈ I | aα1(i) / . . . / aαn(i)}

and this is contained in

{i ∈ I | ∃x
n∧
j=1

ψ(x, aαj (i))},

thus q(x) is finitely consistent. By (i) there exists a distribution dq of q with the
property ∗. For each i ∈ I the set Λ(i) = {cα(i) | i ∈ dq({α})} is finite and
linearly ordered by ET in (T,E). Let c(i) be the maximum of the set Λ(i) and put
c = [(c(i))i∈I ] ∈ (T,E)I/U . Now for each α ∈ γ we have

U 3 dq({α}) ⊆ {i ∈ I | cα(i) ≤ c(i)},

hence c is an upper bound of the sequence (cα)α∈γ .

Theorem 4.6.2. Let U be a regular ultrafilter on I, where |I| = λ. The following are
equivalent:

(i) U has the λ+-treetops property.

(ii) U realizes all SOP2-types of cardinality less or equal to λ.

Proof. Immediate by lemmas 4.5.6 and 4.6.1.

Theorem 4.6.3 (Lemma 11.11 [5]). If T is a theory with the SOP2 property, then T is
maximal in Keisler’s order.

Proof. By Theorem 4.2.4, it is sufficient to show that U is λ+-good ultrafilter on λ,
when Mλ/U is a λ+-saturated ultrapower and M is a model of a theory with the
SOP2-property. By Theorem 4.6.2, U has the λ+-treetops property, when Mλ/U is a
λ+-saturated ultrapower. We conclude the proof by Theorem 4.4.11.



Chapter 5

Random graphs are not maximal
in Keisler order

The purposes of this chapter is to prove that the statement The theory of random graphs
is not maximal in Keisler’s order is consistent with ZFC.

In Section 5.1, we introduced the technique of two-step iterated ultrapower and
prove that this construction is equivalent to an ultrapower modulo a tensor ultrafilter.
We study how the combinatorial properties of the tensor ultrafilter U⊗V are linked with
the properties of U and V.

In Section 5.2, we remark some basic facts on the theory of random graphs. Using
Martin’s axiom, we construct an ultrafilter U on ℵ1 such that U is not ℵ2-good, but each
ultrapower Mℵ1/U is ℵ2-saturated for every random graph M. In this way we deduce
that the theory ZFC does not prove the maximality of the theory of random graphs in
Keisler’s order.

5.1 Iterated ultrapower

Definition 5.1.1. Let U ,V be filters on I, J , respectively. Consider the family U ⊗ V
of subsets of I × J such that S ∈ U1 × U2 if and only if

{j ∈ J | {i ∈ I | (i, j) ∈ S} ∈ U} ∈ V.

Remark 5.1.2. When U1 ∈ U1 and U2 ∈ U2, we have U1 × U2 ∈ U1 ⊗ U2.

Proposition 5.1.3. (i) Let U and V be ultrafilters on I and J , respectively. Then
U ⊗ V is a ultrafilter on I × J , called tensor ultrafilter.

(ii)
∏

(i,j)∈I×JMij/(U ⊗ V) ∼=
∏
j∈J(

∏
i∈IMij/U)/V.

(iii) MI×J/(U ⊗ V) ∼= (MI/U)J/V.

(iv) If U or V is λ-regular, then U ⊗ V is λ-regular.
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(v) Assume V countably incomplete, then U ⊗ V is λ-good if and only if V is λ-good.

Proof. (i) Assume that S1, S2 belong to U ⊗ V and S1 ⊆ S. Then the sets

{j ∈ J | {i ∈ I | (i, j) ∈ S1} ∈ U} ∩ {j ∈ J | {i ∈ I | (i, j) ∈ S2} ∈ U} ∈ V

{j ∈ J | {i ∈ I | (i, j) ∈ S1} ∈ U} ∈ V

are subsets of
{j ∈ J | {i ∈ I | (i, j) ∈ S1 ∩ S2} ∈ U},

{j ∈ J | {i ∈ I | (i, j) ∈ S} ∈ U},

respectively, hence S1 ∩ S2 and S belong to U ⊗ V. Now assume that S 6∈ U ⊗ V,
that is

{j ∈ J | {i ∈ I | (i, j) ∈ S} ∈ U} 6∈ V.

Hence

V 3 {j ∈ J | {i ∈ I | (i, j) ∈ S} 6∈ U} = {j ∈ J | {i ∈ I | (i, j) 6∈ S} ∈ U}.

Then we conclude that I × J \ S ∈ U ⊗ V.

(ii) Define the map

f :
∏

(i,j)∈I×J

Mij/U ⊗ V →
∏
j∈J

(
∏
i∈I
Mij/U)/V

such that f([a]) = [b], where b(j) = [a( , j)]. It easy to see that f is a well defined
map and it is an isomorphism.

(iii) Follows by (ii).

(iv) Assume that U is λ-regular and the family {Iα | α ∈ λ} regularizes U . Consider
the family {Iα × J | α ∈ λ}. For each α ∈ λ, we have Iα × J ∈ U ⊗ V, since

{j ∈ J | {i ∈ I | (i, j) ∈ Iα × J} ∈ U} = J ∈ V.

If (i, j) ∈
⋂
α∈u Iα × J for some infinite u ⊆ λ, then i ∈

⋂
α∈u Iα, absurd.

(v) Assume that V is λ-good. Let M be a λ-saturated elementary extension of
(Sω(γ),⊆, P ), for some γ < λ. By iii) we haveMI×J/(U ⊗V) ∼= (MI/U)J/V. We
conclude that MI1×I2/(U ⊗ V) is λ-saturated, hence U ⊗ V is λ-good, by Lemma
4.2.2. Now assume that U ⊗ V is λ-good. For γ ∈ λ, let f : Sω(γ) → V be a
monotone function. Consider f̄ : Sω(γ) → U ⊗ V such that f̄(u) = I × f(u) and
note that f̄ is monotone. Then there exists an additive map ḡ such that ḡ ≤ f̄ .
Put g : Sω(γ)→ V such that

g(u) = {j ∈ J | {i ∈ I | (i, j) ∈ ḡ(u)} ∈ U}.
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Note that g is well defined since ḡ(u) ∈ U ⊗ V. If j ∈ g(u), then

U 3 {i ∈ I | (i, j) ∈ ḡ(u)} ⊆ {i ∈ I | (i, j) ∈ f̄(u)}.

Hence g ≤ f . Finally we prove that g is additive. For u, v ∈ Sω(γ), we have

g(u ∪ u′) ={j ∈ J | {i ∈ I | (i, j) ∈ ḡ(u ∪ u′)} ∈ U}
={j ∈ J | {i ∈ I | (i, j) ∈ ḡ(u) ∩ ḡ(u′)} ∈ U}
={j ∈ J | {i ∈ I | (i, j) ∈ ḡ(u)} ∈ U , {i ∈ I | (i, j) ∈ ḡ(u′)} ∈ U}
={j ∈ J | {i ∈ I | (i, j) ∈ ḡ(u)} ∈ U} ∩ {j ∈ J | {i ∈ I | (i, j) ∈ ḡ(u′)} ∈ U}
=g(u) ∩ g(u′).

5.2 Random graphs and Keisler’s order

Recall some facts on the theory of random graphs.

Definition 5.2.1. The theory of random graphs, abbreviated as Trg, is the theory in
the language Lrg = {R} with the following axioms:

(i) ∀x ¬xRx.

(ii) ∀x, y [xRy ←→ yRx].

(iii) For each n,m ∈ ω there are the following axioms:

∀y1, . . . , yn, z1, . . . , zm

∧
i,j

yi 6= zj → ∃x

 ∧
1≤j≤n

xRyj ∧
∧

1≤j≤m
¬xRzj

 .

(iv) For each n ∈ ω there are the following axioms:

∃x1, . . . , xn
∧
i 6=j
¬(xi = xj).

Definition 5.2.2. LetM be an L-structure. A formula ψ(x) possibly with parameters
is algebraic, if ψ(x) has a finite number of realizations in M, that is for some n ∈ ω

M |= ∃=nxψ(x).

Lemma 5.2.3. The theory Trg has the elimination of quantifiers. Moreover, for every
model M of T and parameters a1, . . . , an ∈ M, a formula ψ(x, a1, . . . , an) is is non-
algebraic, unless x = ai is not a subformula of ψ(x, a1, . . . , an).
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Proof. To prove the first part we use Theorem B.2.3. Assume that M |= Trg, A ⊆ M,
N |= Trg is |M|+-saturated and f : A→ N is a partial embedding. Let M = {aα | α ∈
κ} be an enumeration of M. We contruct a family of partial embeddings {fα | α ≤ κ}
such that

(i) the map fα : M→N extends f .

(ii) aα ∈ dom(fα+1).

(iii) fβ ⊆ fα for all β ≤ α ≤ κ.

When the construction is complete, the map fκ has the required properties. Put f0 = f
and fα =

⋃
β∈α fα when α is limit ordinal. Now assume that fα is defined and aα 6∈

dom(fα). The type

p(x) ={xRfα(aγ) | M |= aαRaγ , aγ ∈ dom(fα)}∪
{¬xRfα(aγ) | M |= ¬aαRaγ , aγ ∈ dom(fα)}

is finitely satisfiable in N , since clause (iii) of Definition 5.2.1 holds in N . Hence
there exists a realization b ∈ N of p(x), since N is |M|+-saturated. Conclude setting
fα+1 = fα ∪ {(aα, b)}.

In order to prove the last part, fix M |= Trg and a1, . . . , an ∈ M. By quantifier
elimination of Trg, we can assume that

ψ(x, a1, . . . , an) =
∧

1≤j≤m
xRaj ∧

∧
m+1≤j≤n

¬xRaj .

By the axioms of T , the modelM satisfies the sentence ψ(b1, a1, . . . , an) for some b1 ∈M.
Now let b2 ∈M be a realization of the formula ψ(x, a1, . . . , an)∧xRb1. By axiom 1), we
have b1 6= b2. Repeating this argument, we conclude that the formula ψ(x, a1, . . . , an)
has infinite realizations.

From now on, we work under the assumption that Martin’s axiom holds, see Section
A.2 of the appendix to a summary of all facts that we use.

Notation. Let I, J be two sets. We denote by Fn(I, J) the set of all finite partial
functions p with domain in I and range in J . On Fn(I, J), we consider the following
partial order ≤:

p ≤ q ⇐⇒ p ⊇ q.

Theorem 5.2.4 (Theorem 3.10 (i) Chapter VI [9]). Assume that Martin’s axiom holds
and 2ℵ0 = ℵ2. There exists a regular ultrafilter U on ω, such that ifM is a 2ℵ0-saturated
model of Trg, then Mω/U is also 2ℵ0-saturated.

The proof of the theorem reposes on the following two Lemmas:

Lemma 5.2.5. Assume Martin’s axiom holds. Let M be a 2ℵ0-saturated model of Trg
and A be a subset of M of size less than 2ℵ0. Then there exists a countable subset B of
M such that every non-algebraic finite type over A is realized by some element of B.
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Lemma 5.2.6 (Lemma 3.9 Chapter VI [9]). Assume that Martin’s axiom holds. Let
L = Lrg ∪ {P} be an expansion of the language of random graphs obtained adding an
unary relational symbol P . There exists a regular ultrafilter U on ω with the following
property: Assume that for each i ∈ ω Mi is a structure for L (of arbitrary size) such
that:

• Mi restricted to the language Lrg models the theory of the random graph

• PMi is countable.

Then the ultraproduct M =
∏
i∈ωMi/U realizes any type p(x) with parameters in M

which has cardinality less than 2ℵ0 and is such that P (x) ∈ p(x).

Assume that both Lemmas have been proved. Then the proof of the theorem is
immediately obtained as follows:

Proof. Let U be the ultrafilter given by the Lemma 5.2.6 and M be a 2ℵ0-saturated
model of the theory of the random graph. We show that Mω/U is still 2ℵ0-saturated.
Let p(x) = {φ(x, āα) | α ∈ µ} be a type over Mω/U such that µ < λ and put Ai =⋃
{āα(i) | α ∈ µ}. Now use Lemma 5.2.5 to expand for each i M to Mi = (M, PMi)

where PMi is a countable subset of M such that every non-algebraic finite type in the
theory of the random graph over the parameters in Ai is realized by some element of
PMi . Now observe that the ultraproduct

∏
i∈ωMi/U realizes the type p(x) ∪ {P (x)}

by Lemma 5.2.6, in particular Mω/U realizes p(x).

So we start with the proof of Lemma 5.2.5

Proof. Let |A| = ν. Since the theory Trg has quantifier elimination, we can assume that
every non-algebraic formulas ψ(x) with parameters in A has the form

ψ(x) =
∧

1≤j≤m
xRaαj ∧

∧
m+1≤j≤n

¬xRaαj ,

for some aα1 , . . . , aαn ∈ A. We can associate to every non-algebraic formula ψ(x) with
parameters aα1 , . . . , aαn ∈ A a partial function q : µ→ 2 such that

(i) dom(q) = {γ ∈ µ | aγ is a parameter of ψ(x)}.

(ii) q(γ) = 1, if xRaγ is a subformula of ψ(x), and q(γ) = 0, if ¬xRaγ is a subformula
of ψ(x).

Let P be the set of all these functions and

Q = {(q0, . . . , qn) | n ∈ ω and qi ∈ P for all i ≤ n}.

Define a partial order ≤ on Q such that:

(q0, . . . , qn) ≤ (q′0, . . . , q
′
m)⇐⇒ m ≤ n and q′i ⊆ qi for each i ≤ m.
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Now we show that (Q,≤) has the countable chain condition. Every q = (q0, . . . , qn) ∈ Q
can be seen as a finite function

q̃ : ω × µ→ 2

such that q̃(h, γ) = qh(γ). The order on (Q,<) is a dense sub-order of

Fn(ω × µ, 2),≤Fn(ω×µ,2)),

in fact every functions p ∈ Fn(ω×µ, 2) can be extended to a function of Q and, for each
p, q ∈ Q, we clearly have

p ≤Q q ⇐⇒ p ≤Fn(ω×µ,2) q.

Then, by Lemma A.2.9, we conclude that (Q,<) has the countable chain condition. For
every q ∈ P , the set

Dq = {(q0, . . . , qn) | ∃i ≤ n q ⊆ qi}

is clearly dense. Put D = {Dq | q ∈ P} and note that D has cardinality µ < 2ℵ0 , since
P has cardinality µ. By Martin’s axiom, there exists a D-generic filter G such that
G ∩Dq 6= ∅ for each q ∈ P . For h ∈ ω, put

Ch =
⋃
{q | there exists (q1, . . . , qn) ∈ G with qh = q}.

If (q1, . . . , qn), (q′1, . . . , q
′
m) ∈ G, then qh and q′h are compatible, hence Ch is a partial

function from µ to 2. For every h ∈ ω the type

ph(x) = {xRaξ | ξ < µ such that Ch(ξ) = 1} ∪ {¬xRaξ | ξ < µ such that Ch(ξ) = 0}

is finitely consistent in M, since M satisfies

∀y1, . . . , yn, z1, . . . , zm

∧
i,j

yi 6= zj → ∃x

 ∧
1≤j≤n

xRyj ∧
∧

1≤j≤m
¬xRzj

 ,

for each n,m ∈ ω. Hence we can choose a realization bh of ph(x). Finally, we prove that
the set {bh | h ∈ ω} has the required property. Let ψ(x) be a non-algebraic formula with
parameters in A. Let q ∈ Q be the partial function associated to ψ(x). Since G∩Dq 6= ∅,
for some h ∈ ω there exists a finite sequence (q0, . . . , qn) ∈ G such that qh ⊇ q. It follows
that q ⊆ Ch and hence bh realizes ψ(x).

We now prove Lemma 5.2.6:

Proof. Without loss of generality it is enough to prove the conclusion of the lemma for
the structures

∏
i∈ωMi/U such that eachMi has cardinality less than 2ℵ0 : Assume that

we have proved the lemma for this type of ultraproducts, let
∏
Ni/U be an ultraproduct

such that some Ni has size at least continuum and p(x) be a type in
∏
Ni/U of size less

than continuum. Let A ∈
∏
Ni be a set of size |p(x)| such that

{[a]U : a ∈ A}
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is the set of parameters appearing in some formula of p(x). Let

Ai = {a(i) : a ∈ A} ⊆ Ni.

LetMi be the skolem hull of Ai inside Ni, if Ni has size at least continuum, andMi be
Ni otherwise. Then p(x) is a type on

∏
i∈ωMi/U and the lemma applies to

∏
i∈ωMi/U

which is an elementary substructure of
∏
i∈ωNi/U .

So we are left with the proof of the Lemma for ultraproducts of structures of size
less than continuum. Let {Sα ⊆ ω | α ∈ 2ℵ0 is odd} be an enumeration of all subsets
of ω. Consider the enumeration {(pα, (Mα

n | i ∈ ω)) | α ∈ 2ℵ0 is even} of all couples
(p, (Mi | n ∈ ω)) where Mi is an L-structure, Mi, P

Mi have cardinality less than 2ℵ0

and p(x) is a type with parameters in
∏
i∈ωMi of cardinality less than 2ℵ0 ; moreover

we fix the enumeration so that every couple appears 2ℵ0-times in the enumeration. Now
define by induction a set {Uα ⊆ P(ω) | α ∈ 2ℵ0} such that

(i) The family Uα generates a filter on ω, which we denote by [Uα].

(ii) If β ∈ α, then Uβ ⊆ Uα and, if α is limit ordinal, then Uα =
⋃
β∈α Uβ and

|Uα| < 2ℵ0 .

(iii) For every α odd, we have Sα ∈ Uα+1 or ω \ Sα ∈ Uα+1.

(iv) For α even, if for every φ1(x, ā1), . . . , φn(x, ān) ∈ pα we have

{i ∈ ω | Mα
i |= ∃xP (x) ∧

n∧
j=1

φj(x, āj(i))} ∈ [Uα],

then for some b̄ ∈
∏
i∈ωMα

i we have

{i ∈ ω | Mα
i |= P (b(i)) ∧ φ(b(i), ā(i))} ∈ [Uα+1]

for every φ(x, ā) ∈ pα.

When we complete the construction, the ultrafilter U = [
⋃
α∈2ℵ0 Uα] has the properties

required. For α = 0, put U0 = {In | n ∈ ω}, where In = ω \{1, . . . , n}. The construction
is clear when α is limit or α is odd. Hence we can assume that α is even and (pα, (Mα

i |
i ∈ ω)) satisfies the hypothesis of (iv). Define a partial order (P,⊇), where ⊇ is reverse
inclusion. An element of P is a finite set p of equations x(i) = a, where i ∈ ω and
a ∈ PMi , such that x(i) = a, x(i) = a′ ∈ p imply a = a′. Since PMi is countable, the
partial order P is countable, hence it has the countable chain condition. Put p′α = {

∧
q |

q ⊆ pα is finite }. For every φ(x, ā) ∈ p′α and finite intersection S of members of Uα,
define the set D(S, φ(x, ā))

{p ∈ P | Mα
i |= φ(b, ā(i)) for some i ∈ S and b ∈ PMi such that {x(i) = b} ⊆ p}.

It can be easily shown that each D(S, φ(x, ā)) is open dense in P , since the premise
in condition (iv) holds for the type pα. The cardinality of this family of dense open
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subsets of P is less than 2ℵ0 , hence there exists a generic filter G ⊆ P such that G ∩
D(S, φ(x, ā)) 6= ∅, for every φ(x, ā) ∈ p′α and finite intersection S of members of Uα.
Put b(i) = a ∈ Mi if and only if x(i) = a ∈

⋃
{p | p ∈ G}. Note that (b(i))i∈ω is an

element of
∏
i∈ωM

α
i , in fact if x(i) = a ∈ v ∈ G and x(i) = a′ ∈ w ∈ G, then v, w are

compatible, hence a = a′. Now we conclude putting

Uα+1 = Uα
⋃
{{i ∈ ω | Mα

i |= φ(b(i), ā(i))} | φ(x, ā) ∈ pα}.

We must show that Uα+1 has the finite intersection property: for any T ∈ [Uα] and
φ(x, ā) ∈ p′α, we can first find S finite subset of Uα contained in T and then a p ∈
G ∩D(S, φ(x, ā)), such that for some i ∈ S xi = b(i) ∈ p and Mi |= φ(b(i), ā(i)). This
gives that for all φ1(x, ā1), . . . , φk(x, āk) ∈ pα,

{i ∈ ω | Mα
i |= φ(b(i), ā1(i)) ∧ · · · ∧ φk(x, āk(i)))}

has non empty intersection with all members of [Uα], thus Uα+1 still has the finite
intersection property, as it is required to carry on the induction anc conclude the proof
of the Lemma.

Theorem 5.2.7 (Theorem 3.10 ii) Chapter VI [9]). Assume that Martin’s axiom holds
and 2ℵ0 = ℵ2. There exists a regular ultrafilter F on ℵ1, such that for any model M of
Trg the model Mω1/F is ℵ2-saturated, but F is not ℵ2-good. Hence it is consistent with
ZFC, that the theory Trg is not maximal in Keisler’s order.

Proof. Let V be a ℵ2-good countably incomplete ultrafilter on ℵ1. By Lemma 3.1.8, V
is regular. Let U be the regular ultrafilter on ω given by Theorem 5.2.4. The ultrafilter
V ⊗U is regular on ℵ1×ω by Proposition 5.1.3. LetM be a model of Trg. SinceMℵ1/V
is ℵ2-saturated by Theorem 3.1.26, thenMℵ1×ω/V ⊗U ∼= (Mℵ1/V)ω/U is ℵ2-saturated,
by Theorem 5.2.4. We prove that V ⊗ U is not ℵ2-good. Assume for a contradiction
that this holds, then U is a regular ℵ2-good ultrafilter on ω, by Proposition 5.1.3(v). By
Lemma 3.1.8, the ultrafilter U is ℵ1-regular. We obtain a contradiction by Lemma 3.1.5.
Noting that |ℵ1 × ω| = ℵ1 we conclude the proof.



Appendix A

Set theory

In this Appendix we prove some results of set theory, that we use in Chapter 2 and 5.
Since many results of this appendix are without proof, we refer the reader to Kunen’s
book [4] for a complete treatment.

In Section A.1, we give a short introduction to forcing. Under the assumptions of
the existence of a transitive countable model M ∈ V of ZFC, we define the class of
P-names, the relation of forcing and remark some classical theorems. Then we define
the λ-closed notion of forcing and we prove that this combinatorial property is sufficient
for the model V [G] to preserve each cardinal κ ≤ λ, whenever G is V -generic for some P
which is λ-closed. We conclude the section explaining how all proven results of Chapter
2, can be interpreted without the hypothesis of the existence of a transitive countable
model M∈ V of ZFC.

In Section A.2, we work under the assumptions that Martin’s axiom holds and we
show how this statement influences cardinal exponentiation. In particular, we prove that
2κ = 2ℵ0 for every κ < 2ℵ0 .

A.1 Forcing

We assume that M∈ V is a transitive countable model of ZFC.

Definition A.1.1. A set (P,≤,1P) of M is a notion of forcing, if (P,≤) is a preorder
of M and 1P is the maximum element of P. A subset D of P is dense, if for each p ∈ P,
there is q ∈ D such that q ≤ p. A subset D of P is dense below p ∈ P, if D is dense
in the notion of forcing {q ∈ P | q ≤ p}. Two element p, q of P are compatible, if there
exists r ∈ P such that r ≤ p, q, they are incompatible otherwise. A subset A of P is an
antichain, if their elements are pairwise incompatible.

Definition A.1.2. Let (P,≤,1P) be a notion of forcing inM. A set G ⊆ P is a filter if
the following hold:

(i) if p, q ∈ G, then there exists r ∈ G such that r ≤ p, q.

(ii) If p ∈ G and p ≤ q, then q ∈ G.
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A filter G is M-generic over P, if G is a filter that meets every dense subset of P, that
is if D ∈M is dense in P, then G ∩D 6= ∅.

The hypothesis that M is countable ensures that for each notion of forcing P there
exists a generic filter over P, in fact the following holds:

Lemma A.1.3. Assume that M is a transitive countable model of ZFC and (P,≤,1P)
is a notion of forcing in M. If p ∈ P, then there exists an M-generic filter G over P
such that p ∈ G.

Proof. Working in V , let {Dn | n ∈ ω} be an enumeration of all dense subsets of P. It
easy to construct a set Ḡ = {pn | n ∈ ω} such that p0 = p, pn+1 ∈ Dn and pn+1 ≤ pn
for all n ∈ ω. Let

G = {q | ∃n ∈ ω pn ≤ q},

then G is a filter and meets every Dn.

Lemma A.1.4. Assume that M is a transitive countable model of ZFC with P ∈ M.
Let G be an M-generic filter over P. Assume that the set D ∈ M is dense below some
p ∈ G, then G ∩D 6= ∅.

Proof. Consider the set

D̃ = {q ∈ P | ∃r ∈ D(q ≤ r)} ∪ {q ∈ P | ∀r ∈ D(r, q are incompatible)}.

Notice that D̃ ∈ M. We prove that D̃ is dense. Assume that q 6∈ D̃, then there exists
r ∈ D such that q, r are compatible, that is there is s ≤ q, r. We conclude s ∈ D̃.
Assume for a contradiction that G ∩D = ∅, hence

G ∩ {q ∈ P | ∃r ∈ D(q ≤ r)} = ∅.

Since G is M-generic, there exists q ∈ G such that q, r are incompatible for all r ∈ D.
Since p, q ∈ G, there is s ∈ G with s ≤ p, q, then we can find t ∈ D with t ≤ s, since D
is dense below p. We obtain that t, q are compatible, contradiction.

The next Lemma give a sufficient condition so that every generic filter G is not in
M.

Definition A.1.5. A partial order P is separative, if for for every p ∈ P there exist two
incompatible elements q, r ∈ P such that q, r ≤ p

Lemma A.1.6. Assume that M is a transitive countable model of ZFC with P ∈ M.
Let G ∈ V be an M-generic filter for P. If P is separative, then G 6∈ M.

Proof. Assume for a contradiction that G ∈M, then the set M\G ∈M is dense in P.
In fact, if p ∈ P, then there exists q, r ≤ p such that q, r are incompatible. If q, r ∈ G,
we obtain a contradiction since G is a filter, hence q 6∈ G or r 6∈ G. We conclude that
M\G is dense in P, hence G ∩ (M\G) 6= ∅, contradiction.
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From now on, we shall study only separative notion of forcing, hence the M-generic
filters do not belong to M.

Definition A.1.7 (Definition 2.5 Chapter V II [4]). In a model M of ZFC such that
P ∈M, we can define with parameter P the characteristic function H(P, τ) of a P-name
τ in such a way that

H(P, τ) = 1⇐⇒ τ is a binary relation and ∀(σ, p) ∈ τ [H(P, σ) = 1 ∧ p ∈ P]

and H(P, τ) = 0 otherwise. In M, the proper class

MP = {τ ∈M | M |= H(P, τ) = 1}

is called the class of P-names.

Remark A.1.8. The classMP is ∆1−definable in the parameter P, hence it is absolute in
each transitive models of ZFC, that is in our initial assumptions we haveMP = V P∩M.

Definition A.1.9. Let M ∈ V be transitive models of ZFC to which P belongs and
G ∈ V be an M-generic filter on P. In V we can define an absolute class function

F : MP →M[G]

such that

F (τ) = {F (π) | (π, p) ∈ τ and p ∈ G}.

Note that F is definable with parameters M, P and G, hence this function is not
defined in M, if G does not belong to M.

Definition A.1.10. Given a ∈M[G], there exists a P-names τ such that F (τ) = a and
we denote by ȧ this P-names. Given a ∈ M, we call ǎ = {(b̌,1P) | b ∈ a} the canonical
name of a. For an M-generic filter G on P, the P-name Γ = {(p̌, p) | p ∈ P} is the
canonical name of G in M[G].

Remark A.1.11. By definition of Γ, follows that F (Γ) = G ∈M[G], if G is a M-generic
filter on P.

The next result guarantees that M[G] is a model of ZFC, that extends M.

Theorem A.1.12 (Theorem 4.2 Chapter V II [4]). Assume thatM is a transitive model
of ZFC and (P, <,1P) is a notion forcing in M. If G is an M-generic filter over P,
then

1. M⊆M[G] and G ∈M[G].

2. M[G] is a transitive model of ZFC.



70 APPENDIX A. SET THEORY

Definition A.1.13. Let (P, <,1P) be a notion of forcing in M. The condition p ∈ P
forces the sentence ψ(ȧ1, . . . , ȧn) if and only if

M[G] |= ψ(a1, . . . , an)

for every M-generic filter G over P such that p ∈ G. In this case we write

p P ψ(ȧ1, . . . , ȧn).

Note that this definition is external to M, since G is not in M, if G is M-generic.
When the notion of forcing P is clear from the context, we write p  ψ(ȧ1, . . . , ȧn) in
place of p P ψ(ȧ1, . . . , ȧn).

Now let M be a model of ZFC that contains a notion of forcing (P,≤,1). For
p ∈ P and ȧ1, . . . , ȧn ∈ MP we can define in M an internal relation of forcing p ∗P
ψ(ȧ1, . . . , ȧn), see Definition 3.3 of Chapter V II [4]. Also in this case we write p ∗

ψ(ȧ1, . . . , ȧn), when (P,≤,1) is clear from the context. The following theorems are
classical results, that outline the link between the semantics of M[G] and the internal
relation of forcing ∗.

Theorem A.1.14 (Forcing Theorem, Theorem 3.6 Chapter V II [4]). Let (P, <,1P) be
a notion of forcing inM and G be anM-generic filter over P. IfM[G] |= ψ(a1, . . . , an),
then there exists some p ∈ G, such that M |= p ∗ ψ(ȧ1, . . . , ȧn). Vice versa, if p ∈ G
and M |= p ∗ ψ(ȧ1, . . . , ȧn), then M[G] |= ψ(a1, . . . , an).

Theorem A.1.15 (Theorem 3.6 Chapter VII [4]). Let M∈ V be a countable transitive
model of ZFC and P ∈M be a notion of forcing.

(i) For every p ∈ P we have

p  ψ(ȧ1, . . . , ȧn)⇐⇒M |= p ∗ ψ(ȧ1, . . . , ȧn).

(ii) For every M-generic filter G over P we have

M[G] |= ψ(a1, . . . , an)⇐⇒ ∃p ∈ G p  ψ(ȧ1, . . . , ȧn).

Definition A.1.16. Let λ be an infinite cardinal. A notion of forcing (P, <,1P) is λ-
closed, if for every κ < λ and every decreasing sequence (pγ)γ∈κ in P , there exists p ∈ P
such that p < pγ for every γ ∈ κ.

Theorem A.1.17. Assume that (P, <,1P) is a λ-closed notion of forcing in M and G
is an M-generic filter over (P,<). Let α, β be ordinals such that |α| < λ. If we have

M[G] |= f : α→ β is a function,

then f ∈M .
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Proof. Assume for a contradiction that

M[G] |= f 6∈ βα ∩M.

Let ḟ and τ be P-names for f and βα ∩M, respectively. By Forcing Theorem A.1.14,
there exists p ∈ G such that

p  ḟ is a function from α̌ to β̌ and ḟ 6∈ τ .

We construct inductively a sequence (pγ)γ≤α in M such that for all η ≤ γ ∈ α we have
pγ ≤ pη and

pγ+1  ḟ(γ̌) = β̌γ ,

for some βγ ∈ β. Put p0 = p. In the successor step, we have pγ ≤ p, hence

pγ  ḟ is a function from α̌ to β̌.

Now there exists pγ+1 ≤ pγ such that

pγ+1  ḟ(γ̌) = β̌γ .

In the limit step, the sequence (pη)η∈γ is defined in M. By hypothesis

M |= P is λ-closed

hence there exists pγ such that pγ ≤ pη for all η ∈ γ. When the construction is complete,
we can define a map g : α→ β in M such that g(γ) = βγ . Now let H be an M-generic
filter over P such that pα ∈ H. Note that pγ ∈ H for all γ ∈ α. We have

M[G] |= f is a function from α to β, f 6∈ βα ∩M ,

g ∈M and M[G] |= f = g, contradiction.

Corollary A.1.18. Assume that (P, <,1P) is a notion of forcing λ-closed in M and G
is an M-generic filter over (P, <).

(i) If β ≤ λ is a regular cardinal in M, then

M[G] |= β is regular.

(ii) M[G] preserves cardinals α ≤ λ, that is

M |= α is a cardinal⇐⇒M[G] |= α is a cardinal.

Proof. (i) Assume for a contradiction that

M[G] |= β is not regular,
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hence

M[G] |= for some α < β there exists a cofinal map f : α→ β.

By Theorem A.1.17, we conclude that f ∈M, hence

M |= β is not regular,

contradiction.

(ii) Note that the only non-trivial direction is from left to right. In fact, the formula

ψ(x) = ”x is a cardinal”

is Π1 and M⊆M[G], hence

M[G] |= ψ(x) =⇒M |= ψ(x).

For the other direction, assume that

M |= α is a regular cardinal.

By (i), we have
M[G] |= α = cf(α),

hence we conclude
M[G] |= α is a regular cardinal.

If
M |= α is a singular cardinal,

then α is limit of regular cardinals in M and these cardinals remain regular in
M[G]. Hence we conclude that

M[G] |= α is a cardinal.

We have given a short introduction to forcing, but in Chapter 2 we use another
approach to the method of forcing. In particular, we work in a transitive model V of
ZFC, that contains a notion of forcing (P,≤,1), and we prove that the generic extension
V [G] satisfies a sentence ψ for each V -generic filter G over P. This approach is more
simple compared to what we used here, in fact it avoids to relativize every sentence in
a transitive countable model M ∈ V , but it is not clear the meaning of V [G], because
we need a larger model N than V , in such a way that G ∈ N . Now we explain the idea
behind the proofs of Chapter 2 and the notation V [G].

Without loss of generality we can assume that V has an inaccessible cardinal θ, such
that the transitive set

Hθ = {x ∈ V | |TC(x)| < θ}



A.2. MARTIN’S AXIOM 73

contains P. Since θ is inaccessible, Hθ is a transitive model of ZFC, see Theorem 6.6
Chapter IV [4] for a proof. Working in V we can use Löwenheim-Skolem’s Theorem
to find a countable set M such that M 4 Hθ and P ∈ M. But this set may not be
transitive, hence we need the following classical result of set theory.

Theorem A.1.19 (Mostowski collapse, Theorem 5.13 [4]). Let R ⊆ A×A be an exten-
sional well-founded relation on the set A, that is

∀x, y ∈ A (∀z [zRx↔ zRy]→ x = y) ,

∀x ⊆ A (x 6= ∅ → ∃y ∈ x [¬∃z ∈ x(zRy)]) .

Then there exists a unique function π such that:

(i) dom(π) ⊆ A and π[A] is a transitive set.

(ii) π is a isomorphism between the structures (A,R) and (π(A),∈).

Moreover, the function π is defined recursively as follows:

π(x) = {π(y) | y ∈ A, yRx}

and the structure (π[A],∈) is called the Mostowski collapse of (A,R).

Since (M,∈) is a models of ZFC, the Mostowski’s map π is an isomorphism, hence
the Mostowski collapse (π[M],∈) is a transitive model of ZFC and π[M] ∈ V . Now,
repeating every proof of Chapter 2 in π[M ], we obtain that

π[M] |= 1π[P] 
∗
π[P] ψ(π(ȧ1), . . . , π(ȧn).

Since π is an isomorphism, we have

M |= 1P 
∗
P ψ(ȧ1, . . . , ȧn),

whence
Hθ |= 1P 

∗
P ψ(ȧ1, . . . , ȧn).

A.2 Martin’s axiom

Definition A.2.1. A partial order (P,<) has the countable chain condition, abbreviated
as c.c.c., if every every antichain has cardinality at most countable.

Definition A.2.2. Martin’s axiom is the statement:
for every c.c.c. partial order (P,≤), if D is family of dense subsets of P of cardinality
less than 2ℵ0 , then there exists a filter G that meets every D ∈ D.

Remark A.2.3. Clearly Martin’s axiom is a theorem of ZFC + GCH. In fact, if D is
a countable family of dense sets of P, as in the proof of Lemma A.1.3, we obtain the
desired D-generic filter.
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Using iterated forcing we can obtain the consistency of Martin’s axiom + ¬CH, see
[12] or [7].

Theorem A.2.4 (Solovay and Tennenbaum, Theorem 16.13 [12]). Let κ > ℵ1 be a
regular cardinal in V . There exists a generic extension V [G] that satisfies MA and
2ℵ0 = κ.

Martin’s axiom influences cardinal exponentiation:

Theorem A.2.5 (Martin and Solovay, Theorem 16.20 [12]). If Martin’s axiom holds,
then 2κ = 2ℵ0 for every κ < 2ℵ0.

Proof. Fix κ < 2ℵ0 . Since ℵ0 ≤ κ, we have 2ℵ0 ≤ 2κ. Hence it is sufficient to find a
surjective function from P(ω) to P(κ). First of all, we need the following claim.

Claim A.2.6. There exists a family {Aα ⊆ ω | α ∈ κ} such that |Aα| = ℵ0 and
|Aα ∩Aβ| ∈ ω for all α < β ∈ κ.

Proof. We shall prove a stronger thesis, that is the existence of a family of cardinality
2ℵ0 with the above properties. Let P be the set of all finite functions p : ω → 2 with
domain an initial segment of ω. Since |P | = ℵ0, it is sufficient to prove the lemma
for P . For f ∈ 2ℵ0 , consider Af = {p ∈ S | p ⊆ f}. Note that Af is always infinite
and |Af ∩ Ag| ∈ ω, for every f 6= g, hence the family {Af | f ∈ 2ℵ0} has the required
properties.

Choose a family {Aα ⊆ ω | α ∈ κ} like above. Put

G : P(ω)→ P(κ)

such that G(A) = {α ∈ κ | A ∩Aα is infinite}. In order to prove that f is surjective,
fix X ⊆ κ. Consider the partial order P of all function p : ω → 2, ordered by reverse
inclusion, with the following properties:

(i) dom(p) ∩Aα is finite for all α ∈ X ⊆ κ.

(ii) the set {n ∈ dom(p) | p(n) = 1} is finite.

We prove that (P,⊇) has the c.c.c. Assume for a contradiction that A = {pα | i ∈ I} is
an antichain. For i 6= j, we have

{n ∈ dom(pi) | pi(n) = 1} 6= {n ∈ dom(pj) | pj(n) = 1},

otherwise pi ∪ pj is a function that extends pi and pj . Now note that the number of the
above sets is at most countable, by condition (ii), hence I is countable. For α ∈ κ \X,
the set

Dα = {p ∈ P | Aα ⊆ dom(p)}
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is dense, in fact if p is such that Aα 6⊆ dom(p), then we can extend p to 0 on dom(p)\Aα.
For α ∈ X and n ∈ ω , the set

Dα,n = {p ∈ P | |{n ∈ Aα | p(n) = 1}| ≥ n }

is dense. In fact, if |{n ∈ Aα | p(n) = 1}| < n, we can find an extension q ∈ Dα,n of p,
since Aα is infinite and dom(p) ∩Aα is finite, by clause (i). The family

D = {Dα | α ∈ κ \X} ∪ {Dα,n | α ∈ X, n ∈ ω}

has size less than 2ℵ0 , hence there exists a filter G that meets every dense of D. Since
G is a filter, f =

⋃
G is a function from ω to 2. Put

A = {n ∈ dom(f) | f(n) = 1}.

We conclude the proof showing that G(A) = X, that is

α ∈ X ⇐⇒ |Aα ∩A| = ℵ0.

If α ∈ X, then, for every n ∈ ω, there exists p ∈ G∩Dα,n, hence |Aα∩A| ≥ n. If α 6∈ X,
then there exists p ∈ G ∩Dα. We conclude that Aα ⊆ dom(p) and

{n ∈ dom(p) | p(n) = 1}

is finite, hence Aα ∩A is finite.

Corollary A.2.7. If Martin’s axiom holds, then 2ℵ0 is regular.

Proof. Assume for a contradiction that cof(2ℵ0) = κ for some κ ∈ 2ℵ0 . Since for every
cardinal λ we have λcof(λ) > λ, we obtain

2ℵ0 < (2ℵ0)κ = 2ℵ0·κ = 2κ = 2ℵ0 ,

contradiction.

To use Martin’s axiom, we need that certain partial orders of finite functions from
an infinite cardinal to a finite one has the c.c.c. To prove this, we use the following
combinatorial lemma, see [4] for a proof.

Lemma A.2.8 (∆-system lemma, Theorem 1.6 Chapter II [4]). Let λ be a regular
uncountable cardinal and

F = {aα | α ∈ λ}

be a subset of [λ]<ℵ0 of cardinality λ. There exist a family F ′ ⊆ F and r ∈ [λ]<ℵ0 such
that F ′ has cardinality λ and aα ∩ aβ = r for all aα, aβ ∈ F ′.

Notation. Let I, J two sets. We denote by Fn(I, J) the set of all finite partial functions
p with domain in I and range in J . On Fn(I, J), we consider the following partial order
≤:

p ≤ q ⇐⇒ p ⊇ q.
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Lemma A.2.9. Fix an infinite cardinal λ. The partial order (Fn(ω × λ, 2),≤) has the
countable chain condition.

Proof. Assume for a contradiction that {pα | α ∈ ℵ1} is an uncountable antichain in
P . Since A =

⋃
n∈ω{p | |p| = n} and ℵ1 is regular, we can assume that every element

of A has cardinality n. Put F = {aα | aα = dom(pα)}. Assume that F is countable.
We conclude that there are two compatible functions in A, since the set Fn(ω, 2) is
countable. Now assume that F is uncountable. By ∆-system Lemma A.2.8, there exist
F ′ ⊆ F of cardinality ℵ1 and a finite r ⊆ ω×λ, such that aα∩aβ = r for all aα, aβ ∈ F ′.
Note that the function from r to 2 are exactly 2|r|, hence for some aα, aβ ∈ F ′, the
function pα, pβ are compatible, contradiction.



Appendix B

Model theory

In this Appendix, we give a brief introduction to model theory, recalling what we use in
this thesis.

In Section B.1, we recall, without proofs, some basic results of model theory, such as
the Compactness Theorem and Loś’s Theorem.

In Section B.2, we prove that the theory of discrete linear orders with minimum
element and without maximum has quantifier elimination in the language L = {0, s, <}.

B.1 Some basic results

In this Appendix, we assume that the reader has familiarity with some basic concepts of
model theory, such as the notion of first order language, L-theory and L-structure. We
refer the reader to Marker’s book [6] for a complete treatment of these arguments.

We begin with a classical result of model theory.

Theorem B.1.1 (Compactness Theorem, Theorem 2.1.4 [6]). A theory T is satisfiable
if and only if every finite T ′ ⊆ T is satisfiable.

Definition B.1.2. Let M,N be two L-structures with universes M,N , respectively.
We say that N is an elementary substructure of M and we write N 4 M, if N ⊆ M
and for every formula φ(x1, . . . , xn) and a1, . . . , an ∈ N we have

N |= φ(a1, . . . , an)⇐⇒M |= φ(a1, . . . , an).

Corollary B.1.3. Let M be an L-structure and p(x) be a finitely satisfiable type in M.
Then there exists an L-structure N such that M 4 N and N realizes p(x).

Theorem B.1.4 (Löwenheim-Skolem, Theorem 2.3.7 [6]). LetM be an L-structure and
A be a subset of M. There exists an L-structure N such that N 4 M, A ⊆ N and
|N | ≤ |L|+ |A|+ ℵ0.

In Chapter 4, we study a preorder on a class of special theories, called complete.

77
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Definition B.1.5. Let T be a L-theory and φ be a sentence of L. We write T |= φ to
indicate that every model of T satisfies φ.

Definition B.1.6. A theory T is complete, if for every sentence φ either T |= φ or
T |= ¬φ.

Remark B.1.7. For every L-structureM, the theory Th(M) = {φ | M |= φ} is complete.

Definition B.1.8. Two L-structuresM and N are elementarily equivalent and we write
M≡ N , if for every sentence φ we have

M |= φ⇐⇒ N |= φ.

Lemma B.1.9. For an L-theory T the following are equivalent:

(i) T is complete.

(ii) Every two models of T are elementarily equivalent.

Proof.

(i)⇒ (ii) Let φ be a sentence in the language L and M, N be two models of T . Assume
that M satisfies φ. We obtain that N |= φ, since T is complete. In a similar way
we conclude that N |= ¬φ, if M satisfies ¬φ.

(ii)⇒ (i) Assume that T is not complete, hence there exist two models M,N of T and a
sentence φ such that M |= φ and N |= ¬φ. We conclude that M 6≡ N .

Definition B.1.10. Let M,N be two L-structures with universes M,N , respectively.
A morphism F : M→N is a map F : M → N with the following properties:

(i) F (cM) = cN , for every constant symbol c of L.

(ii) F (gM(a1, . . . , an)) = gN (F (a1), . . . , F (an)), for every n-ary function symbol g of
L and a1, . . . , an ∈M .

(iii) If R is a n-ary relation symbol and a1, . . . , an ∈M , then

M |= R(a1, . . . , an) =⇒ N |= R(F (a1), . . . , F (an)).

If in addition F is injective and

M |= R(a1, . . . , an)⇐⇒ N |= R(F (a1), . . . , F (an))

for every n-ary relation symbol R and a1, . . . , an ∈ M , then the morphism F is called
embedding. A bijective embedding is an isomorphism.
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Lemma B.1.11 (Theorem 1.1.10 [6]). Let M,N be two L-structures with universes
M,N , respectively. If F : M→N is an isomorphism, then for every formula φ(x1, . . . , xn)
and a1, . . . , an ∈M we have

M |= φ(a1, . . . , an)⇐⇒ N |= φ(F (a1), . . . , F (an)).

In particular M≡ N .

Now we recall the construction of the ultraproduct of the structures Mi modulo an
ultrafilter U .

Definition B.1.12. Let I be a set of cardinality λ and U be a filter on I. Assume that
{Mi | i ∈ I} is family of L-structures such that everyMi has domain Mi. Consider the
set

M =
∏
i∈I

Mi/ ∼,

where ∼ is an equivalence relation on
∏
i∈IMi defined as follows:

f ∼ g ⇐⇒ {i ∈ I | f(i) = g(i)} ∈ U .

Given an element f ∈
∏
i∈IMi, we indicate with [f ] its equivalence class in M . Inter-

preting the symbols of the language L, we construct an L-structureM with universe the
set M : if c is a symbol of constant, then cM = [(cMi)i∈I ]. If g(x1, . . . , xn) is a symbol
of function, then for all [f1], . . . , [fn], [f ] ∈M we have

M |= g([f1], . . . , [fn]) = [f ]⇐⇒ {i ∈ I | Mi |= g(f1(i), . . . , fn(i)) = f(i)} ∈ U .

If R(x1, . . . , xn) is a symbol of relation, then for all [f1], . . . , [fn] ∈M we have

M |= R([f1], . . . , [fn])⇐⇒ {i ∈ I | Mi |= R(f1(i), . . . , fn(i))} ∈ U .

Since U is a filter, the interpretations of the L-symbols are well defined. We call the
new L-structureM reduced product of the L-structures {Mi | i ∈ I}. When the filter U
is an ultrafilter, the L-structure M is the ultraproduct of the L-structures {Mi | i ∈ I}
modulo U . In the special case that U is an ultrafilter and every L-structure Mi is the
same L-structure N , we say that M is the ultrapower of the L-structure N modulo U .

The ultraproduct of the L-structures {Mi | i ∈ I} modulo an ultrafilter U is denoted
by ∏

i∈I
Mi/U .

Now we remark a classical result on the ultraproducts.

Theorem B.1.13 (Loś, Theorem 4.1.9 [2]). Let I be a set, U be an ultrafilter on I and
{Mi | i ∈ I} be a family of L-structures. If M =

∏
i∈IMi/U is the ultrapower modulo

U of the L-structures Mi, then
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(i) for all L-formula ψ(x1, . . . , xn) and [f1], . . . , [fn] ∈M we have

M |= ψ([f1], . . . , [fn])⇐⇒ {i ∈ I | Mi |= ψ(f1(i), . . . , fn(i))} ∈ U .

(ii) For all L-sentence φ we have

M |= φ⇐⇒ {i ∈ I | Mi |= φ} ∈ U .

Corollary B.1.14. Let M be an L-structure and U be an ultrafilter on I. The map
f : M → MI/U such that f(a) = [(a)i∈I ] is elementary, that is for every sentence
ψ(a1, . . . , an) with parameters a1, . . . , an ∈M we have

M |= ψ(a1, . . . , an)⇐⇒MI/U |= ψ([a1], . . . , [an])

Corollary B.1.15. When {Mi | i ∈ I} is a family of models of a theory T , every
ultraproduct

∏
i∈IMi/U is a model of T .

From now on, in order to simplify the notation, we shall confuse the structure M
and its universe M , hence we write a ∈M to indicate a ∈M .

B.2 Quantifier elimination and discrete linear orders

Definition B.2.1. A theory T has quantifier elimination, if every formula φ(x1, . . . , xn)
is equivalent to a quantifier-free formula ψ(x1, . . . , xn) modulo T , that is

T |= ∀x1, . . . , xn[φ(x1, . . . , xn)↔ ψ(x1, . . . , xn)].

The next is a classical result.

Theorem B.2.2 (Theorem 3.1.3 [6]). The theory of dense linear orders without end-
points has quantifier elimination.

The following is an equivalent condition for quantifier elimination.

Theorem B.2.3 (Proposition 4.3.28 [6]). Assume that L is a language containing a
constant symbol and T is an L-theory. The theory T has quantifier elimination if and
only if wheneverM |= T , A ⊆M, N |= T is |M|+-saturated and f : A→ N is a partial
embedding, f can be extended to an embedding of M.

Definition B.2.4. Fix L = {0, s, <} be a language where 0 is a constant symbol, s is
a unary function symbol and < is a binary relation symbol. The L-theory of discrete
linear orders with minimum element and without maximum has the following axioms:

(i) ∀x ¬(x < x);

(ii) ∀x, y, z (x < y ∧ y < z → x < z);
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(iii) ∀x, y (x < y ∨ y < x ∨ x = y);

(iv) ∀x [x < s(x) ∧ ¬∃y (x < y ∧ y < s(x))];

(v) ∀x [x 6= 0→ (0 < x ∧ ∃y x < y)];

Theorem B.2.5. Let L = {0, s, <} be the language of Definition B.2.4. The L-theory
T of discrete linear orders with minimum element and without maximum has quantifier
elimination.

Proof. It is sufficient to check the condition of Theorem B.2.3. For n ∈ ω, we write sn(x)
and s−n(x) to indicate the terms

s(s(. . . (s(x)) . . .))︸ ︷︷ ︸
n times

and s−1(s−1(. . . (s−1(x)) . . .))︸ ︷︷ ︸
n times

,

respectively. Assume that M |= T , A ⊆ M, N |= T is |M|+-saturated and f : A → N
is a partial embedding. Let M = {aα | α ∈ κ} be an enumeration of M. We construct
a set of partial embeddings {fα | α ≤ κ} such that the following properties hold:

(i) the map fα : M→N extends f .

(ii) aα ∈ dom(fα+1).

(iii) fβ ⊆ fα for all β ≤ α ≤ κ.

Put f0 = f . If α is limit ordinal, define fα =
⋃
β∈α fβ. Now assume that fα is defined

and aα 6∈ dom(fα). Set

A1 = {a ∈ dom(fα) | a < aα}, A2 = {a ∈ dom(fα) | aα < a}
B1 = {a ∈ A1 | aα = sn(a) for some n ∈ ω},
B2 = {a ∈ A2 | sn(aα) = a for some n ∈ ω}.

There are two cases:

1. The sets B1 and B2 are empty. Since N is |M|+-saturated and fα is a partial
embedding, there exists b ∈ N such that for every a1 ∈ A1, a2 ∈ A2, n ∈ ω we
have fα(a1) < b < fα(a2), sn(b) 6= fα(a1) and sn(fα(a1)) 6= b. Then the map
fα+1 = fα ∪ {(aα, b)} is a partial embedding.

2. At least one of them is not empty. Since the argument is similar, we can assume
that B1 is not empty, hence there exists a maximal element a ∈ B1 such that for
some n ∈ ω we have sn(a) = aα. Put fα+1 = fα ∪ {(aα, sn(fα(a)))} and note that
fα+1 is a partial embedding.
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